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Abstract: This project aims to apply easy-to-implement supervised and unsupervised learning
methods to do a cluster and classification analysis of the information from a wheat seeds
dataset. In addition, it intends to thoroughly evaluate, employing post-processing techniques,
the efficiency of the models produced from them, proving that it is not necessary to use complex
procedures in this database, since the obtained results for clustering and classification were
highly similar to the dataset original labels. The decision tree was chosen as the classification
algorithm. Furthermore, k-means and Kohonen neural network were selected as the clustering
methods. Additionally, pre-processing and exploratory data analysis techniques were explained
in detail and employed in order to maximize the final quality of the model developed.

Resumo: O objetivo deste trabalho é aplicar métodos de aprendizagem supervisionada e não
supervisionada de fácil implementação com o intuito de agrupar e classificar informações
pertencentes a um banco de dados de sementes de trigo, e avaliar minuciosamente, por meio
de técnicas de pós-processamento, a eficiência dos modelos produzidos a partir dos mesmos,
provando que não é necessário a utilização de procedimentos complexos nessa base de dados,
visto que os resultados obtidos com o agrupamento e classificação foram bastante similares aos
labels originais da mesma. O algoritmo de árvore de decisão foi escolhido como o classificador
utilizado e o k-means e a rede neural de Kohonen foram os métodos de clusterização selecionados.
Além disso, técnicas de pré-processamento e análise exploratória dos dados foram explicadas em
detalhes e aplicadas com a intenção de maximizar a qualidade final do modelo desenvolvido.

Keywords: Supervised Learning, Decision Tree, Unsupervised Learning, K-Means, Kohonen
Neural Network, Wheat Seeds.

Palavras-chaves: Aprendizado Supervisionado, Árvore de Decisão, Aprendizado Não
Supervisionado, K-Means, Rede Neural de Kohonen, Sementes de Trigo.

1. INTRODUCTION

Machine learning is applied in many research fields, as
stated in Bevilacqua et al. (2006), Lima and Minussi
(2011), Bianchi et al. (2007). However, it is being largely
implemented in agriculture too, as shown in Wei et al.
(2020), Elmetwalli et al. (2022), Yao et al. (2020). Agri-
culture satisfies one of the humans’ primary demands, in
other words, foodstuff. Furthermore, it is one of the world’s
economic needful pillars. Taking Brazil into consideration,
which is an agricultural power, employing machine learn-
ing in this field is extremely important in order to improve
the gain, allowing the producers to keep track of its steps
precisely, which are pre-harvesting, harvesting, and post-
harvesting tasks (Meshram et al. (2021)).

Some examples of pre-harvesting are seeds quality, disease
detection, and environmental conditions. Post-harvesting
activities include gases employed in fruit containers, seed

handling processes to preserve quality, and others. Har-
vesting exemplifications includes determining crop charac-
teristics like maturity stage, size, detection and classifica-
tion (Prange (2010)). The second step of the process will be
dealt with in this project, precisely wheat seeds detection
and classification, because of a huge issue around wheat
seeds is that occasionally their varieties look so similar that
characterizing them turns into an exhausting task when
executed manually (Punn and Bhalla (2013)).

One of the unsupervised learning algorithms applied in this
project was k-means, which partition the observations into
clusters with similar characteristics, taking into account
pre-determined criteria, allowing to discover patterns be-
tween data. In this algorithm, the number of clusters must
be specified preliminarily. For that, some techniques can
be employed, such as the elbow method or the silhouette
method, to discover the natural number of clusters. An
important observation about k-means is the fact that it is
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an algorithm of easy implementation and interpretation,
taking into account other methods. In addition, it is also
computationally attractive (Charytanowicz et al. (2010)).

The other unsupervised learning algorithm employed with
the aim of clustering data was the Kohonen neural network
that reproduces the organization of the cerebral cortex,
which is able to learn from experience (Lima and Minussi
(2011)). Kohonen neural network is composed of two
layers, the input, and the competition layer. In this case,
the neuron is a similarity meter. Moreover, the competitive
learning methodology “winner-take-all” is used since only
the winner neuron is trained (Bevilacqua et al. (2006)).
The network’s output consists of a vector of weights linked
to each of the neurons.

The classifier employed in this work was the decision tree,
which consists of a supervised learning algorithm widely
applied in data classification and prediction problems.
The classifier uses data samples characteristics in order
to delimit information in a set of rules that can be carried
out to make choice-generating decision guidelines in a tree
model (Escovedo and Koshiyama (2020)).

This work used a dataset named Seeds Data Set, obtained
from UCI Machine Learning Repository 1 . The selected
wheat seeds database has about 1400 elements and seven
attributes, thus being considered a small database. The
attributes consist of the geometric characteristics of the
internal part of the wheat grains, which were obtained
through a high-quality visualization of the inner kernel
structure, using a soft X-ray technique (Charytanowicz
et al. (2010)). The wheat grains were obtained from ex-
perimental fields exploited at the Institute of Agrophysics
of the Polish Academy of Sciences in Lublin 2 .

It is critical to point out that in many articles published
in the literature involving machine learning, pre-processing
techniques are not performed or not presented/explained,
as shown in (Yao et al. (2020); Bianchi et al. (2007); Chary-
tanowicz et al. (2010)). Nevertheless, in many machine
learning applications, this step can improve the results.

The purpose of this project is to find out how many
varieties of wheat seeds are present in the set of obser-
vations obtained. Moreover, it is also necessary to predict
to which cluster a new element that get in the database
belongs. In order to achieve these objectives, two meth-
ods of unsupervised learning were applied and the results
provided by the algorithms were compared. A classifier,
which consists of a supervised learning algorithm, was also
used alongside exploratory data analysis and different pre
and post-processing techniques, which will be discussed in
details later on so as to provide a complete understanding
about the procedures carried out.

2. METHODOLOGY

A general overview of the proposed methodology is shown
in Figure 1. As can be seen, an exploratory data analysis
was employed to summarize the main characteristics of the
database through graphs, tables, or numerical measures,
making it simpler to identify abnormal behaviors, detect

1 http://archive.ics.uci.edu/ml/datasets/seeds
2 https://www.ipan.lublin.pl/en/

patterns, or verify hypotheses. After the first step, some
pre-processing techniques were performed as long as this
step is extremely relevant to the final quality of the
model developed. Pre-processing is responsible for tasks
that include preparation, organization, and structuring the
observations.

Figure 1. Proposed methodology.

Subsequently, the clustering process was carried out em-
ploying k-means algorithm and the one-dimensional Koho-
nen neural network, in which the database was clustered
into different classes. It is needful to highlight that in-
tending to know the optimal number of classes, the elbow
method was used.

After the cluster analysis, the decision tree classifier was
applied, as after employing k-means or Kohonen neural
network, the clusters are known and are provided to the
classifier along with the input variables. The classifier aims
to predict a cluster related to an input variable with spe-
cific characteristics. In order to finish, data post-processing
techniques were performed. This stage is responsible for
evaluating the quality of the model developed. The entire
project was programmed in Python using PyCharm IDE.

2.1 Dataset and Libraries

The database has 1470 elements and seven attributes
related to the geometric characteristics of wheat kernels
that are defined by: Area, Perimeter, Compactness, Kernel
Length, Kernel Width, Asymmetry Coefficient, and Kernel
Groove Length. All the values of these parameters are
numeric, continuous, and real.

The dataset already came with its respective labels. How-
ever, they were not used since unsupervised learning meth-
ods are being carried out. These labels will be used only
to validate the results achieved.
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Some Python libraries were employed in order to deal with
the data and producing the model. The packages used in
this project were:

• Pandas: Data analysis.
• NumPy: Working with arrays.
• Seaborn and Matplotlib: Data visualization using

graphs.
• Scikit-learn: Module for applying machine learning.

2.2 Exploratory Data Analysis

Missing Values: An important thing to point out about
this database is the fact that there are no missing ob-
servations. Thus, it is not necessary to use techniques
that deal with missing observations, such as replacing
with mean/mode/median of the parameter or removing
rows/columns if an attribute has missing values, among
other procedures (Escovedo and Koshiyama (2020)). How-
ever, it is indispensable to emphasize that each method
has pros and cons. It is decisive to analyze the selected
database and choose the best strategy to be applied. Note
that each dataset variable has got 210 observations.

Outliers: The boxplots of the seven attributes were
analyzed in order to check if there are possible outliers
in the dataset (Escovedo and Koshiyama (2020)).

It was decided not to eliminate the few elements that could
be potential anomalies, since when they were removed,
taking into account that 95% of the data are within two
standard deviations of the mean. Any element outside this
range was considered a possible outlier. This action also
removed crucial information related to other variables from
the database.

Correlated Features: By means of the Pearson correla-
tion coefficients of the variables (Brownlee (2016)), shown
in Figure 2, it is possible to conclude that there is a strong
correlation between several attributes, which is undesir-
able, since highly correlated variables only add redundant
information to the database, causing unnecessary memory
occupation and slowing down the algorithm.

Statistical Analysis: Since unsupervised learning algo-
rithms are being performed and clusters’ labels are not be-
ing taken into consideration, there is no way to apply tech-
niques, like the correlation matrix between input/output
variables, which provide the importance of each feature
for the classification. So, it is fundamental to carry out a
graphical analysis of the parameters to investigate which
contributes the most to the correct data classification.

The probability density function of each dataset feature
was plotted and is shown in Figure 3. It is feasible to
conclude that the attributes with well-differentiated modes
are Area, Perimeter, Kernel Length, and Kernel Groove
Length. Thus, it is possible to assume that such parameters
may be the ones that most contribute to the classification.

Furthermore, associating variables’ modes makes it viable
to have an idea of the number of initial centroids. However,
another methodology was applied for this purpose.

Figure 2. Pearson correlation coefficients of the attributes.

Figure 3. Probability density function for each parameter.

2.3 Pre-Processing

Data Standardization: Each feature has different scales.
Therefore, with the intention that this discrepancy be-
tween the scales does not influence the cluster analysis
methods being used, it is needful to standardize data.
Additionally, taking into account principal components
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analysis, with the purpose of not giving greater importance
to one attribute than to another, leading to an erroneous
assessment of which parameters most contribute to the
representation of the database, it is crucial to perform data
standardization technique.

This procedure is extremely relevant since it is employed to
transform variables that hold a Gaussian distribution and
standard deviations and unequal means into a Gaussian
distribution with a standard deviation of 1 and mean 0
(Brownlee (2016)).

To illustrate how distinct variables’ scales can influence
the results obtained in the diverse processes applied to the
database, Table 1 presents the values of each parameter
variance ratio in principal components analysis before and
after data standardization.

Table 1. Variance ratio for each feature before
and after data standardization.

Before After

Area 82.67% 70.96%

Perimeter 16.41% 16.84%

Compactness 0.67% 9.92%

Kernel Length 0.18% 1.57%

Kernel Width 0.04% 0.49%

Asymmetry Coefficient 0.02% 0.19%

Kernel Groove Length 0.0002% 0.01%

Principal Component Analysis: A set of features, ini-
tially correlated with each other, is linearly transformed
into a considerably smaller set of uncorrelated variables,
which hold most of the information of the original dataset,
through the statistical technique of principal component
analysis (Jolliffe and Cadima (2016)).

The statistical analysis carried out in Section 2.3 con-
cluded that Area, Perimeter, Kernel Length, and Kernel
Groove Length are the attributes that probably, most
contribute to the classification. Nonetheless, instead of
selecting this approach to settle on which features will be
used, it was chosen to perform the principal component
analysis method and, later, analyze the classifier’s perfor-
mance employing this procedure.

The advantage of applying this technique, instead of the
features selecting method, is that it is possible to represent
most of the relevant material by choosing the principal
components with the greatest variability. It is important to
remember that all the components have information about
each parameter. Nevertheless, when performing the second
procedure, some variables are entirely removed from the
database, and all of their corresponding material is lost.

By analyzing the graph of Figure 4, it was found that the
principal components which explain 99% of the original
dataset are 0, 1, 2, and 3.

The variance ratio is defined by: the variance of each
principal component/variance sum of all principal compo-
nents. Features’ scatter plots from the new dataset, which
has only the principal components that in total represent
99% of the original database, are shown in Figure 5. It is
plausible to verify that after applying this method, dataset
size was reduced, and the data is uncorrelated. Figure 6
shows the correlation between each principal component
and the initial database attributes.

Figure 4. Principal components variance ratio.

Figure 5. Scatter plots of 0, 1, 2 and 3 principal compo-
nents.

2.4 Clustering

As discussed earlier, one of the unsupervised learning al-
gorithms used in this work was k-means. This algorithm
is flexbile, fast and easy-to-implement. K-means mea-
sures and compares the Euclidean distance between the
database elements and the center of the classes, relating
each element to the cluster that configure the smallest
distance. The centroid of a cluster is the arithmetic mean
of all observations that belong to it.

Taking into account k-means, it is necessary to insert the
desired number of classes as a hyperparameter. So, the
elbow method was applied to find the optimal number of
classes to obtain a good result after cluster analysis.

The elbow method consists of calculating the total within-
cluster sum of squares, considering different numbers of
classes. The optimal number of clusters is reached in the
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Figure 6. Correlation between principal components and
features.

immediate vicinity of a wide variation of the total within-
cluster sum of squares. Thus, analyzing Figure 7, it is
plausible to conclude that the optimal number of classes
is three.

Figure 7. Elbow method.

The other unsupervised learning method carried out was
Kohonen neural network. In this algorithm, each neuron
of the competitive layer is associated with a weight vector,
which is modified throughout the learning process, and
whose dimension is equal to the number of variables that
will be used in the classification, i.e., four. The character-
istic vector of a specific subset of data is characterized by
the weight vector connected to each neuron (Bianchi et al.

(2007)). Input variables and synapses are defined in the
input layer, where the competition occurs.

In the one-dimensional Kohonen neural network simplified
algorithm (Bianchi et al. (2007)) applied in this work,
the training procedure comprises searching for the neuron
which the Euclidean distance between the input vector and
its weight vector is the smallest among all neurons in the
layer, as shown in Equation 1. N is the number of neurons.
wi is defined as the weight vector of the winning neuron.
x is the input vector. wj represents the weight vector of
the other neurons in the layer (Bevilacqua et al. (2006)).

||wi − x|| ≤ ||wj − x||,∀j = 1...N (1)

The next step, after determining the winning neuron, is to
update its weight vector, according to Equation 2. The
variables α ∈ [0, 1] represents the learning rate, which
decreases monotonically over time, n denotes the current
state and n + 1 the next state (Bianchi et al. (2007)).

wi(n + 1) = wi(n) + α(n)[x(n) −wi(n)] (2)

It is relevant to mention that α and N are parameters
that must be defined preliminarily. The weight vector of
the neurons located in the winning neuron neighborhood
will remain with the same values, as shown in Equation 3.

wj(n + 1) = wj(n),∀j ̸= i (3)

2.5 Classifier

The decision tree classifier is fast, simple to interpret
and visualize, besides, it is more efficient than some
classification algorithms like k-nearest neighbor. Decision
tree algorithm creates a binary tree from the training data.
By means of checking each feature and each attribute value
in the training data, to minimize a cost function, like
Gini Index, split points are selected (Brownlee (2016)).
In this project, Gini Index was applied as a splitting
criteria. It measures the degree of data heterogeneity,
as a consequence, it can be used with the intention of
measuring the impurity of a node (Onoda and Ebecken
(2001)). The Gini Index of a certain node is defined by
Equation 4.

Gini = 1 −
c∑

j=1

p2j (4)

where c is the number of classes and pj is the proportion
of samples that belong to a class c for a determined node.

When the index approaches the value 1, the node is
considered impure (the quantity of equally distributed
classes in this node expands). The moment it is equal
to 0, the node can be defined as pure. The decision
tree algorithm is very prone to be affected by overfitting,
which occurs when the training data is classified perfectly.
However, the predictive process applied to the test data
will be degraded. Intending to avoid this problem, it
was necessary to specify the maximum depth of the tree
as a hyperparameter, which was set to a value of 6.
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Nevertheless, other parameters can also be defined for this
purpose.

2.6 Post-Processing

Classification Report: In order to determine the quality
of the predictions made by a classification algorithm,
the classification report is used. This metric, along with
other model validation metrics, can narrowly analyze the
classifier’s efficiency.

This report provides the parameters of accuracy, precision,
recall, and f1-score of each class formed. These metrics are
found using false positive (FP), true positive (TP), false
negative (FN), and true negative (TN) values.

The accuracy gives how many elements the classification
model correctly classified concerning the total of data that
were classified. To summarize, this parameter measures the
classifier’s overall performance and is defined by Equation
5.

A =
TP + TN

TP + TN + FP + FN
(5)

Precision indicates how many correct positive classifica-
tions the classifier performed, among all the elements con-
sidered positive. Equation 6 determines this metric.

P =
TP

TP + FP
(6)

Recall is responsible for pointing out the relationship be-
tween correct positive predictions and all the predictions
that are really positive. This parameter is given by Equa-
tion 7.

R =
TP

TP + FN
(7)

The f1-score metric is calculated from the harmonic mean
of recall and precision values, as shown in Equation 8.

F = 2 ∗ R ∗ P
R + P

(8)

Confusion Matrix: It is a metric that aims to calculate
class frequency distribution, in other words, the number
of FPs, TPs, FNs and TNs (Escovedo and Koshiyama
(2020)). It is possible to check the number of times the
classifier got the predictions right and wrong.

Cross Validation: This procedure is carried out with the
purpose of examining the classifier generalization ability
given a certain database. To sum up, cross-validation eval-
uates the performance of the model for new observations,
investigating how accurate the model is in practice.

First, the hold-out validation technique was employed,
in which data is split into training and test sets. The
problem with this procedure is that the algorithm ran-
domly selects data within the defined percentages, and
it can occur that very similar training and test samples
may be chosen, which will lead to a good evaluation of
the classifier. Nonetheless, the classification results will be

unsatisfactory when the observations are very dissimilar
from the training set applied.

The k-fold cross-validation method is necessary since data
is split into k subsets, and in each iteration, a data portion
is chosen to be the training and test set. This process
continues until every k fold in the dataset is selected for
testing. After completing the process, k values of accuracy
are provided in a table, including their mean and standard
deviation (Brownlee (2016)).

3. RESULTS AND DISCUSSION

3.1 K-means

After using the elbow method, the k-means algorithm
was applied. Figure 8 shows this result. Note that the
classes are well defined. Moreover, the furthest point that is
present in some of the graphs will not be removed because
of it is not an anomaly.

Figure 8. Created classes and their respective centroids.

Considering the original labels that came with the database,
it has three classes, as predicted by the elbow method
performed in this project. It is conceivable to conclude,
analyzing the graph of Figure 9, that the number of el-
ements per class obtained with k-means is very close to
what was expected, considering the original labels from
the database. The original clusters of the dataset have 70
elements, and according to the result obtained in k-means,
each of the classes 0, 1, and 2 have 72, 73, and 65 elements,
respectively, which shows that the algorithm grouped data
satisfactorily.

After employing the decision tree classifier, with a percent-
age of training data defined as 70%, and 30% for testing,
the classification report was generated and is presented in
Table 2.

Cross-validation was also employed, with a number of k
folds equal to 5. Table 3 presents the accuracy of each
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Figure 9. Percentage of elements per cluster.

Table 2. Classification report.

Precision Recall F1-score Accuracy

0 100% 100% 100% 95.24%
1 92% 96% 94%
2 95% 91% 93%

Table 3. k folds metrics.

K1 K2 K3 K4 K5

Accuracy 93.33% 96.67% 100% 93.10% 86.21%

Mean 94%

Standard
Deviation

4.6%

iteration performed in the algorithm in addition to the
mean and standard deviation.

Finally, the confusion matrix was generated, which is in
Figure 10.

Figure 10. Confusion matrix.

According to the confusion matrix, the number of correct
classifications was 59 out of 63 predictions made, proving
the efficiency of the classifier used.

3.2 Kohonen Neural Network

Three weight vectors were initially defined for the Kohonen
neural network algorithm, and the result is shown in Figure
11. It is possible to identify that the classes were well
defined, as occurred applying k-means.

Figure 11. Created clusters and their respective centroids.

Table 4. Classification report.

Precision Recall F1-score Accuracy

3 90% 100% 95% 96.83%
4 100% 100% 100%
5 100% 93% 96%

It is possible to verify in Figure 12 that the number of
elements per class obtained was very close to the expected,
as occurred in the k-means algorithm.

Figure 12. Percentage of elements per class.

According to the result obtained in the Kohonen neural
network, each of the classes 3, 4, and 5 have 69, 63, and 78
elements, respectively, showing that the algorithm grouped
them properly. However, applying k-means, the number
of elements per cluster was a little closer to the number
of elements per class when taking into consideration the
original labels of the database.

After using the decision tree classifier, with a percentage
of the dataset for training as 70%, and 30% for testing,
the classification report was generated, which is shown in
Table 4.
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Table 5. k folds metrics.

K1 K2 K3 K4 K5

Accuracy 100% 100% 93.10% 93.10% 93.10%

Mean 96%

Standard
Deviation

3.4%

Cross-validation was applied, and the number of k folds
selected was equal to 5. Table 5 shows the accuracy of
each iteration performed in the algorithm in addition to
the mean and standard deviation.

At last, Figure 13 presents the confusion matrix generated.

Figure 13. Confusion Matrix.

By analyzing the confusion matrix, it can be assumed that
the number of correct classifications was 57, out of a total
of 63 predictions made, providing a satisfactory result.

4. CONCLUSIONS AND FUTURE WORKS

The results obtained make it practicable to verify that
the classifier adopted in this work provided efficient re-
sults since the post-processing metrics used to evaluate it
offered promising results. The pre-processing techniques
also contributed significantly to the effectiveness of the
model. The two unsupervised learning methods provided
similar outcomes after clustering and classification. More-
over, they were compatible with the original labels of the
database, validating the entire project developed.

Future works comprehend the need to select a more com-
plex database involving wheat seeds to cluster and classify
it, carrying out simple interpretation and implementation
unsupervised learning algorithms, which leads to highly
relevant results similar to the ones achieved in this project.
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