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Abstract: This paper presents the application of the Extended Prediction Self-Adaptive Control
(EPSAC) to the path tracking problem of wheeled mobile robots (WMRs). The main complexity
of the control problem is that a WMR is a MIMO (multiple-input and multiple-output) system,
being also nonsquare, nonlinear, and with input constraints. EPSAC, which belongs to the
class of Model-based Predictive Controllers (MPC), is an interesting option to overcome such
difficulties because its main properties are: (i) the control performance can be improved when
the future reference trajectory is previously known as in the case of WMR, (ii) it has the ability
to deal with constraints during the calculation of the control law in a fairly straightforward way,
and (iii) with proper tuning in nonlinear models, a sub-optimal solution closer to nonlinear MPC
can be obtained if compared to the conventional linear MPC. Simulations and experiments on
a real robot have shown improved performance regarding trajectory tracking associated with
reduced computational cost if compared to other MPCs applied to WMR proposed in literature.
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1. INTRODUCTION

Mobile robots have been extensively studied in recent years
because it is a complex problem and with a wide range of
applications, including exploration, observation, searching
and mapping in various types of environments. Thus, high
precision movement presented by mobile robots is desirable
in many applications.

The main difficulty in controlling path tracking of mobile
robots lies in the fact that they are nonlinear, multi-
variable, and underactuated systems with movement con-
straints. The control system becomes even more com-
plex because their respective models are nonsquare and
presents more outputs than inputs. Typically, the inputs
are the linear velocity v and the angular velocity w, while
the output variables are the orientation θ and the Carte-
sian coordinate system “XY ”.

During the past few years, extensive research works have
been dedicated to path tracking control in nonholonomic
mobile robots. In most of them, the control signals are
obtained using a combination of feedforward action cal-
culated from a reference trajectory and a feedback con-
trol law. These strategies include: linearization of the
kinematic model, back stepping approach, sliding mode
control, Lyapunov-based nonlinear control, visual servoing
control, robust control and fuzzy control.

Although the future reference trajectory is known in the
aforementioned studies, this information is not entirely
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used by the mentioned control strategies. However, there
is a class of controllers that take into account the future
reference such as Model Preditive Control (MPC) (Cama-
cho and Bordons, 2004). MPC also presents the following
advantages over the classical laws: the adjustments are rel-
atively simple because there is a reduction in the amount of
tuning parameters; the multivariable case (MIMO system)
can be treated in a simple way; it introduces feedforward in
a natural way to compensate measurable disturbances; its
extension to the treatment of constraints is conceptually
simple and can be consistently included during the project
(Camacho and Bordons, 2004).

Many successful MPC implementations have already been
reported in literature regarding path tracking of wheeled
mobile robots (WMRs). The works by Klancar and Skr-
janc (2007) and Raffo et al. (2009) use MPC techniques
based on a linearized model in local coordinates of the
robot, where a quadratic cost function is minimized and
the tracking error and control are consequently affected.
The linear model in local coordinates allows the use of
convex optimization algorithms and considerably reduces
the computational effort. Barreto et. al. (2014) and Shang-
ming et. al. (2013) present the implementation of a linear
MPC scheme with friction compensation applied to trajec-
tory following of an omnidirectional three-wheeled mobile
robot.

Peng et al. (2022) propose a nonlinear MPC approach
for WMRs. Some studies developed by Dai et al. (2021)
and Khan et al. (2022) show how it is possible to im-
prove robustness when an estimation of the uncertainties
is considered in the design stage. However, the results
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obtained with nonlinear approaches usually demand high
computational cost, which can make the implementation
unfeasible in embedded real-time computing systems.

The EPSAC strategy uses both linear and nonlinear mod-
els to compute predictions. However the optimization
procedure has the same complexity as that of linear-
constrained MPC, but the solution is closer to the non-
linear MPC if compared with the linear MPC (Keyser,
2003). Within this context, this work proposes a design
methodology and application of EPSAC to the path track-
ing control of WMRs, which is a multivariable, nonlinear,
and nonsquare system. Besides, a procedure to adjust the
control approach in order to obtain a solution closer to
the nonlinear optimal solution is proposed. The results are
compared with a standard linear MPC formulation, which
is based on the successive linearization method (MPC-SL)
along the reference trajectory (Kuhne et al., 2004).

The rest of the paper is organized as follows. Section 2
presents the robot kinematic model. Section 3 discusses the
formulation of MPC-SL. Section 4 describes the EPSAC
control theory used in this work, and also the algorithm
used in the mobile robot. Simulation results are discussed
and analyzed in Section 5. Experimental results on a real
mobile robot are detailed in Section 6. Finally, Section 7
presents remarkable conclusions, while relevant issues are
discussed in detail.

2. ROBOT MODELING

Let us consider the WMR shown in the coordinate system,
whose rotation and translation movements are performed
by two dc motors coupled directly to the drive from the
robot wheels. Besides, a third wheel exists to support the
robot base.

Point “C” is considered as a central reference point to de-
scribe the robot position. The Cartesian coordinate system
“XY ” denotes an inertial frame, while (x(t), y(t)) repre-
sents the coordinated movement of the platform relative
to the point “C”. The angle between the longitudinal axis
of the robot and the horizontal axis is the orientation
angle given by θ(t). Moreover, v(t) and w(t) represent the
angular and linear velocities of the robot, respectively.

The kinematic equations of the robot motion are described
by (Campion et al., 1996):

ẋ(t) = v(t) cos(θ(t)),
ẏ(t) = v(t) sin(θ(t)),

θ̇(t) = w(t).

(1)

The aforementioned expressions can also be represented in
a simplified form as:

ẏ = f(y,u) (2)

where y = [x(t), y(t), θ(t)]T is the posture of the robot and

u = [v w]
T
is the control action.

The problem of trajectory tracking can be stated as to
find a given control law such that y(t) − yr(t) = 0,
where yr = [xr(t), yr(t), θr(t)]

T is a pre-specified reference

trajectory. In this case, the reference trajectory is often
associated to a virtual reference robot, which has the same
model as that of the robot to be controlled. Thus, it is
possible to derive the following statement:

ẏr = f(yr,ur). (3)

3. MPC-SL APPLIED TO PATH TRACKING

This section aims to review the MPC-SL strategy (Kuhne
et al., 2004) applied to the path trajectory problem of a
nonholonomic WMR. This strategy will be adopted for
comparison purposes in Sections 5 and 6.

3.1 Kinematic model in local coordinates

The model used by MPC-SL is obtained from the lineariza-
tion of (2) around the robot reference given by (3) (Kuhne
et al., 2004):

˙̃y = fy,rỹ + fu,rũ (4)

where ỹ = y − yr represents the error with respect
to the reference robot, ũ = u − ur is associated with

disturbances in the control action, fy,r =
∂f(y,u)

∂y
, and

fu,r =
∂f(y,u)

∂u
.

Applying the forward Euler approximation to (4) gives:

ỹ(k + 1) = ã(k) ỹ(k) + b̃(k) ũ(k) (5)

where ỹ(k) = y(k)− yr(k), ũ(k) = u(k)− ur(k),

ã(k) =

[
1 0 −vr(k)sinθr(k)T
0 1 vr(k)cosθr(k)T
0 0 1

]
, b̃(k) =

[
cosθr(k)T 0
sinθr(k)T 0

0 T

]
,

T is the sampling period, and k is the sampling instant.

Ỹ(k) =


ỹ(k + 1|k)
ỹ(k + 2|k)

...
ỹ(k +N |k)

, Ũ(k) =


ũ(k|k)

ũ(k + 1|k)
...

ũ(k +N − 1|k)

,

α(k, j, l) =
l∏

i=N−j

ã(k + i), Ã(k) =


ã(k)

ã(k + 1)ã(k)
...

α(k, 2, 0)
α(k, 1, 0)

 ,

and

B̃(k) =



b̃(k) 0 · · · 0

ã(k + 1))b̃(k) b̃(k + 1) · · · 0
...

...
. . .

...
α(k, 2, 1) α(k, 2, 2) · · · 0

b̃(k) b̃(k + 1) 0

α(k, 1, 1) α(k, 1, 2) · · · b̃(k +N − 1|k)
b̃(k) b̃(k + 1) b̃(k +N − 1|k)


.
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3.2 Optimization Process

The concept used by the controller consists in calculating
a control law so that it minimizes the cost function, which
is defined by:

J(k) =

N∑
j=1

ỹT (k + j|k)Qỹ(k + j|k) +
N−1∑
j=0

ũ(k + j|k)TRũ(k + j|k)]2

(6)
subject to:

umin ≤ u(k + j|k) ≤ umax ∀ j = 0, ..., N − 1,

where N is the prediction window,Q andR are the output
and the control weight respectively, and umin and umax

are the lower and upper bounds of the control action,
respectively. The solution of such optimization problem
and also computational cost are crucial in MPC algorithms
so that their implementation in real physical systems
becomes feasible.

In order to use such algorithms, the cost function must be
represented as a function of the decision variable Ũ(k) in
the quadratic form, that is:

J(k) =
1

2
Ũ

T

(k)H̃(k)Ũ(k) + f̃T (k)Ũ(k) + k̃(k), (7)

subject to: G(k)Ũ(k) ≤ M(k)

where:
H̃(k) = 2

(
B̃T (k)Q̃B̃(k) + R̃

)
,

f̃(k) = 2B̃T (k)Q̃Ã(k)ỹ(k),

k̃(k) = ỹT (k)ÃT (k)Q̃Ã(k)ỹ(k),

Q̃ = diag(Q; · · · ;Q) and R̃ = diag(R; · · · ;R).

In order to reduce computational cost in practice, it is
common to solve (7) analytically without considering the
constraints and saturating the control action using umin

and umax. This approach is called MPC-SL-Sub in this
work.

4. EPSAC APPLIED TO PATH TRACKING

The EPSAC is a linear MPC strategy proposed in De
Keyser and Van Cauwenberghe (1985). In the 1980s several
linear MPC techniques have been proposed De Keyser
and Van Cauwenberghe (1985); Clarke et al. (1987) which
at the time had a major impact. The relevance of these
techniques has been mitigated due to the vested interest
in the control of nonlinear systems. Thus many important
work has emerged as regards its and stability however
with a high degree of complexity with regard to practical
implementation. Thus was born the NEPSAC for control
of nonlinear systems in the literature and are several stud-
ies that showed success in the practical implementation,
especially in processes with relatively large time constant.
However, in cases such as mobile robotic sampling time
can be critical. So this paper proposes the EPSAC based
on some principles of NEPSAC.

u(k + j|k) = ub(k + j|k) + uo(k + j|k), (8)

where ub(k + j|k) is a constant called base input and
uo(k+j|k) is the manipulated variable. Besides, the future
output sequence can be written as:

y(k + j|k) = yb(k + j|k) + yo(k + j|k), (9)

where yb(k+j|k) is due to ub(k+j|k) and yo(k+j|k) is due
to uo(k+j|k). ub(k+j|k) is chosen a priori and uo(k+j|k)
is the decision variable of the cost function optimization
problem which can be represented as a quadratic problem
optimization with linear constraints. In this way, the com-
putational cost is lower in comparison with the traditional
nonlinear MPC and equivalent to linear MPC. This fact
makes the EPSAC more attractive for practical applica-
tions. It is worth to mention that the choice of ub(k+ j|k)
is quite important in EPSAC. Improved response can be
obtained if ub(k + j|k) is closer to the optimal nonlinear
MPC u∗(k+j|k) (Keyser, 2003). Thus, this work proposes
a method to improve the choice of ub(k + j|k) at each
sampling period. EPSAC applied to WMR is presented as
follows.

4.1 Computing the predictions

In order to compute the predictions, the discrete kinematic
model of the WMR is used, which is obtained by applying
the forward Euler approximation to (1), thus:

{
x(k + 1) = x(k) + v(k)cosθ(k)T
y(k + 1) = y(k) + v(k)sinθ(k)T

θ(k + 1) = θ(k) + w(k)T
(10)

or, in a compact representation,

y(k + 1) = fd(y(k),u(k)). (11)

By using EPSAC (Keyser, 2003), the output can be
represented as:

y(k) = x(k) + n(k), (12)

where x(k) is the model output when a control input u(k)
is applied and n(k) represents the effect of disturbances
and modeling errors. The following expressions are valid
for a WMR:

y(k) =

[
x(k)
y(k)
θ(k)

]
,u(k)=

[
v(k)
w(k)

]
and

x(k) =

[
x(k − 1) + Tv(k − 1) cos(θ(k − 1))
y(k − 1) + Tv(k − 1) sin(θ(k − 1))

θ(k − 1) + Tω(k − 1)

]
.

Parameter x(k) can be represented in a matrix form as:

x(k) = f [y(k − 1),u(k − 1)]. (13)

Furthermore, disturbance n(k) can be modeled by:

n(k) =
1

∆(q−1)
T(q−1)e(k), (14)

where e(k) is 3 × 1 uncorrelated white noise vector with
zero mean, and T(q−1) and ∆(q−1) are in the backward
shift operator q−1 as:

T(q−1) = I3×3 + T1q
−1 + T2q

−2 + ...+ Tntq
−nt,

∆(q−1) = 1− q−1.
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4.2 Proposed EPSAC algorithm applied to the mobile robot

The proposed method is explained as follows:

Step 1. Initializations.

a) Definition of the relevant parameters:
- Desired reference trajectory Yr(k).

- Input constraints: vmin, vmax, wmin and wmax.
- Tuning parameters of the controller: N , Q and R.

b) Measurement (or estimation) of the robot position
y(k) = [x(k), y(k), θ(k)].

Step 2. Calculate the predictions.

a) if k = 1

Ub(k) = [vi ωi vi ωi . . . vi ωi]
T
, where vi and

wi are desired initial values of the linear and
angular velocity respectively. For simplicity, they
are chosen as vi = vr and ωi = 0 in this work.

else
Use the optimized control sequence obtained in
the previous sampling time, that is
Ub(k) = [u(k|k−1)T , · · · ,u(N−2|k−1)T ,u(N−
2|k − 1)T ]T .
It is worth to notice that the last element of
Ub(k) is u(N −2|k−1) instead of u(N −1|k−1)
because u(N − 1|k − 1) is not calculated at time
k − 1.

b) Calculate Yb(k).
c) A dynamic matrix G(k) is calculated by small per-

turbations applied to the WMR model ((10)) around
Ub(k).

Step 3. Calculation of the control action.

a) The control action can be determined by using two
approaches. In the first case, the solution is obtained
solving the cost function subject to its constraints by
using quadratic programming methods. In the second
case, aiming to reduce the computational cost, the
control action is computed free from constraints by
solving the optimization of analytically, that is:

Uo(k) = − (H(k))
−1

b(k). (15)

Next, Uo(k) is limited using the robot constraints
(also known as clipping). The controller used in the
second approach in this work is so called EPSAC-Sub.

b) Calculate U(k) = Ub(k)+Uo(k). It is worth to men-
tion that only the first element of U(k) is applied to
the robot. In the next sampling period, the algorithm
returns to Step 1.

Remark. The proposed approach uses some concepts re-
lated to nonlinear EPSAC (NEPSAC), where steps 2 and
3 are iterated several times in the same sampling period
until Uo(k) converges to a value close to zero. Therefore,
the computed value of U(k) is supposed to be close enough
to the optimal non-linear MPC (Keyser, 2003). Steps 2 and
3 are performed only once at each sampling period in the
proposed approach, although the optimal solution of the
previous sampling time U(k − 1) is used to improve the
initial “guess”of Ub(k). Thus, the computed value of U(k)
can be closer to the optimal nonlinear MPC.

5. SIMULATION RESULTS

This section presents simulation results for MPC-SL and
EPSAC-Sub methods applied to the trajectory tracking
problem in a WMR. The results obtained with EPSAC
and MPC-SL-Sub controllers were omitted because they
are nearly the same ones provided by EPSAC-Sub and
MPC-SL, respectively. Several simulations were performed
using the reference trajectory presented in Kuhne et al.
(2004) considering different initial conditions.

The tuning parameters of the controllers are defined as:
N = 5, T = 0.1s, Q = diag(1, 1, q), while two values
of q have been chosen: q = 0.5 and q = 0.1, R =
0.1I2x2, the constraints that limit the control variables are
vmax = 0.4m/s, vmin = −0.4m/s, wmax = 0.4rad/s and
wmin = −0.4rad/s.

The results are presented in Figures 1, 2, 3, and 4. Figure
1 corresponds to MPC-SL using four initial positions y(0)
([0,-1,π2 ], [0,-3,

π
2 ], [0,-1,0], and [0,-3,0]) and two values of

q. It is worth to mention that q = 0.1 is proposed in
this work, while q = 0.5 has been used in Kuhne et al.
(2004). In addition, note that the trajectory tracking is
improved by using q = 0.1 except for the particular case
of y(0) = ([0,-1,π2 ]. The same simulations tests using MPC-
SL were performed with EPSAC-Sub controller. In order
to establish a proper comparative analysis, the quadratic
error performance index was used, which is defined as:

Qe =

Ns∑
k=0

[xr(k)− x(k)]2 + [yr(k)− y(k)]2, (16)

where Ns is the number of samples. Of course, small values
of Qe are necessary so that the WMR trajectory can be
as close as possible to the reference. The results for eight
case studies are summarized in Table 1 where it can be
seen that MPC-SL presents better performance only in the
first case (q = 0.5 and y(0) = [0,−1, π

2 ] ). Analogously,
the performance of EPSAC-Sub is improved when the
proposed value q = 0.1 is adopted.

−2 −1 0 1 2

−4

−3

−2

−1

0

1

2

3

4

x[m]

y
[m

]

 

 

reference

q = 0.5

q = 0.1

[0,−3]

[0,−1]

Figure 1. MPC-SL controller.

In order to show a graphical comparison between MPC-
SL and EPSAC-Sub, two initial positions were selected:
[0,-1,0] and [0,-3,π2 ] with q = 0.1. According to Figure
2, the trajectory for EPSAC-Sub is closer to reference
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than that for MPC-SL. In addition, the difference between
EPSAC-Sub and MPC-SL is more evident when the ini-
tial condition is farther away from the reference around
which the MPC-SL model was linearized. Figure 3 shows
the posture errors, which are similar except for x when
y(0) = [0,−3, π

2 ], where the overshoot achieved by MPC-
SL approach is about 100% higher than that for EPSAC-
Sub. In addition, the highest difference between MPC-SL
and EPSAC-Sub occurs with ω for y(0) = [0,−3, π

2 ].

−2 −1 0 1 2

−4

−3

−2

−1

0

1

2

3

4

x[m]

y
[m

]

 

 

reference

MPC−SL

EPSAC−Sub

[0,−1,0]

[0,−3,π/2]

Figure 2. MPC-SL vs EPSAC-Sub: Path tracking.
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0

1

2

(x
r−

x
)[

m
]

 

 

0 10 20 30 40 50 60 70 80

0

1

2

3

(y
r −

 y
)[

m
]

0 10 20 30 40 50 60 70 80
−2

−1

0

(θ
r −

 θ
)[

ra
d
]

t[s]

MPC−SL

EPSAC−Sub

[0,−3, π/2]

[0,−3, π/2]

[0,−1, 0]

[0,−3, π/2]

[0,−1, 0]

[0,−1, 0]

Figure 3. MPC-SL vs EPSAC-Sub: Errors.

It is important to notice that MPC-SL and EPSAC-Sub
use the same cost function, while similar or identical
results could be expected. However, this is only true when
the initial position of the WMR is close enough to the
reference. In the case of MPC-SL, the general performance
is worse when the WMR is far from the reference. However,
the performance of EPSAC-Sub can be improved by using
an adequate base control.

Table 1. Quadratic error.

y(0) [0,-1,π
2
] [0,-3,π

2
] [0,-1,0] [0,-3,0]

MPC-SL q = 0.5 13.13 594.75 69.77 865.41
q = 0.1 24.72 591.77 29.97 645.64

EPSAC-Sub q = 0.5 13.60 484.74 60.75 672.19
q = 0.1 15.74 445.09 26.94 622.41

6. EXPERIMENTAL RESULTS

The wheeled mobile robot (DANi) developed by National
Instruments (NI) was used in the experimental tests, so
that it is possible to compare the processing time for the
studied controllers in a real application. The control and
processing system of the robot is based on the NI sbRIO-
9632 hardware, using Real-Time programming in Lab-
VIEW and also software LabVIEW Robotics. The posture
of the robot is estimated at each sampling time by using an
odometry algorithm based on internal sensors (incremental
encoders). This estimation technique presents a cumula-
tive error, while the odometer system must be updated
with data from an external sensing system (video camera,
laser, and others) when long trajectories are considered.
However, this is not part of the paper scope.

6.1 Path tracking experiments

This subsection presents trajectory tracking experiments
using the EPSAC-Sub algorithm embedded in the real
robot. The trajectory reference and controller parameters
are the same ones used in the simulation tests presented
in Section 5. Four experiments were performed using two
different initial postures, y(0) = [0,−1, π

2 ] and y(0) =
[0,−3, π

2 ], and two different weights q = 0.1 and q = 0.5.
Figure 4 presents the estimated positions of the robot in
the XY plane and Figure 5 presents a time response of
the errors (xr(k) − x(k), yr(k) − y(k), and θr(k) − θ(k))
for the four experiments. As can be seen the results are
consistent with the simulations, that is, for the initial
posture y(0) = [0,−1, π

2 ] better performance is obtained
with q = 0.5, however, for initial posture y(0) = [0,−3, π

2 ]
much better results are obtained with q = 0.1. Figure 6
shows the control actions. The first two correspond to
the initial posture y(0) = [0,−1, π

2 ] and the two others
correspond to y(0) = [0,−3, π

2 ]. In addition, the presence
of noise can be noticed, however, due to the low-pass
characteristics of the system the noise was attenuated and
not propagated significantly in the output.

−2 −1 0 1 2

−4

−3

−2

−1

0

1

2

3

4

x[m]

y
[m

]

 

 

reference

q = 0.5

q = 0.1
[0,−3,π/2]

[0,−1,π/2]

Figure 4. Experimental results of path tracking in the XY
plane.
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Figure 5. Errors of the robot posture.
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Figure 6. Control actions: v and w.

7. CONCLUSIONS

This paper has presented the design and application of
EPSAC predictive control to the path tracking of WMR.
Simulation results have shown improved performance of
EPSAC in most cases when compared to the MPC-SL
controller. The improvement of EPSAC becomes more
evident when the initial posture of the WMR is far away
from the reference around which MPC-SL is linearized.
This is expected because the proposed EPSAC uses some
concepts related to nonlinear EPSAC, which allow approx-
imating the proposed solution to the optimal nonlinear
MPC. In addition, the simulation results have shown that
the performances of the constrained MPC-SL and EPSAC
controllers are equivalent to the unconstrained case with
clipping in the control action (also called MPC-SL-Sub and
EPSAC-Sub).

In order to verify the implementation feasibility in a real
robot, all controllers have been embedded in a didactic
mobile robot, while processing time has been evaluated.
Only the proposed EPSAC-Sub method has presented
processing times lower than the sampling period, being the
only feasible approach for an on-line implementation. Path
tracking experiments have shown that the performance

of EPSAC-Sub is similar to the one achieved simulation
results even though uncertainties and measurement noise
exist. Such results have effectively validated EPSAC algo-
rithm as a prominent approach for mobile robotics appli-
cations.
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