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Abstract: Recent works in the literature deal with efficient numerical conditions to robustly
stabilize state-delayed discrete-time systems under saturating actuators. However, practical
issues such as the rejection of exogenous signals and their effects on the region of safe initial
conditions have not been thoroughly investigated. This work extends a previous controller
design condition to handle the ℓ2 gain between the exogenous signals and the measured output.
Moreover, the notion of input-to-state stability is applied, allowing to consider the effects of the
disturbance signals over the estimates of the safe initial conditions region. Furthermore, a recent
optimization procedure formulated in an augmented space is applied, allowing better estimates
of the region of safe initial conditions while maintaining the numerical complexity acceptable.
A numerical example illustrate the methods proposed and compare the achievements with the
concerned literature.

Keywords: Time-varying discrete-time systems, time-varying state-delays, saturating
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1. INTRODUCTION

Practical processes usually have time-varying delays, satu-
rating actuators, and exogenous signals that adversely af-
fect performance or even stability (Fridman, 2014). State-
delays are present in several applications such as power
electronics and systems, aerospace engineering, electric
circuit network, economics, and biological systems (Mac-
Donald, 2008; Hu and Wang, 2013; Fu and Ma, 2016),
representing a relevant challenge to both applications and
theoretical tools. Moreover, real-world applications are
subject to energy constraints and uncertainties on param-
eters, leading to loss of performance and even instabil-
ity. Another issue is the presence of disturbance signals,
causing state trajectories to deviate from the equilibrium
condition.

Delayed discrete-time systems under saturating actuators
have attracted attention in recent years. The works (Cas-
tro et al., 2020; Silva et al., 2018a; Chen et al., 2014)
propose asymptotical stabilization conditions. Also, these
works provide estimates for the set of initial conditions
such that the closed-loop trajectories converge to the ori-
gin, i.e., estimates of the region of attraction. While (Cas-
tro et al., 2020) and (Chen et al., 2014) use a Lyapunov-
Krasovskii (L-K) based approach, Silva et al. (2018a)
adopt an augmented delay-free representation yielding
much larger estimates of the region of attraction at a
higher computational demand. However, disturbance sig-

⋆ V. J. S. Leite thanks the Brazilian agency CNPq for the partial
support to this work under grant 311208/2019-3.

nals are not concerned by any of the works mentioned
above.

The use of local (regional) input-to-state stability (or sta-
bilization) to handle delayed discrete-time systems founds
in (De Souza et al., 2019) an approach based on aug-
mented space, extending the results in (Silva et al., 2018a)
to take into account the presence of exogenous signals.
Therefore, such an approach heritages the computational
demand verified in the latter. Inspired by the approach
from De Souza et al. (2019) and Silva et al. (2018a), the
authors in (Alves Lima et al., 2021) map the a Lyapunov-
Krasovskii function into an augmented space to explore
better optimization methods to enlarge the estimate region
of attraction in the (local) robust stability analysis case.
The advantage in this case is that the LMI conditions for
designing the controller remains with numerical complex-
ity independent of the maximum delay, d̄. This very same
idea was developed independently in (Silva Jr. et al., 2022)
for a different Lyapunov-Krasovskii functional. However,
only the precisely known case is addressed in (Alves Lima
et al., 2021).

In (Pepe et al., 2017) and (Xu et al., 2012) the L-K
functional based approach is employed, leading to ISS
conditions. In special, Pepe et al. (2017) analyze incre-
mental input-state stability in local and global exponential
stability contexts of a class of nonlinear state delayed
discrete-time systems. Despite the general formulation, it
is not directly applied to saturating actuators case.

Our main contribution is twofold: firstly, we extend the
recent contribution presented by Castro et al. (2020) to
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cope with input-to-state stabilization. Consequently, our
approach provides convex conditions handling the ℓ2 gain
between the measured output and the disturbance input
signal. Secondly, we provide an optimization procedure
achieving more significant estimates of the region of attrac-
tion. Despite using an L-K-based approach, the proposed
optimization uses an enlarged space. Consequently, our
proposal benefits from the L-K approach’s lower numerical
complexity while heritages better optimization conditions
from the augmented space one. We formulate three op-
timization procedures to maximize the tolerable distur-
bance energy, maximize the set of initial conditions, and
minimize the ℓ2 gain between the measured output and
the disturbance input. Differently from the proposal in
(Alves Lima et al., 2021), our approach allows handling
uncertain systems, providing the synthesis of the (local)
robust stabilizing control gain. Moreover, our approach
uses a different Lyapunov-Krasovskii functional from the
one employed in Alves Lima et al. (2021), extending the
results in Castro et al. (2020). A numerical example pro-
vides comparisons with literature results, illustrating the
efficiency and improvements of our proposal.

In the next section we present the problem formulation and
in the Section 3 some preliminaries results are recalled. We
give new input-to-state stabilization conditions in Section
4. Section 5 presents a numerical example illustrating this
work’s contributions, and the conclusions are given in
Section 6.

Notations: Sets N, R, R
n, and R

n×m denote, respec-
tively, the sets of positive integers, real numbers, real n-
dimensional vectors, real matrices of dimensions n × m,
and real square symmetric positive semi-definite matrices
of dimensions n × n. For any integers a ≤ b, notation
I[a, b] stands for [a, b] ∩ N. Matrices I and 0 refers to as
the identity and null matrices of appropriate dimensions,
respectively. M ∈ R

n×m and x ∈ R
n are, respectively,

a matrix with dimensions n × m and the n-dimensional
vector, both with real entries. The transpose of M is
noted by M⊤, M(i) (Mii) means the i-th row (diagonal

element (i, i) of M . For sake of clarity, M⊤
(i) stands for

(M(i))
⊤, tr(M) for the trace of M , and diag{M1,M2}

for the block diagonal matrix
[

M1 0
0 M2

]

. The Euclidean

norm of x is denoted by ‖x‖. The symbol ⋆ represents
the symmetric transposed blocks in square matrices. The
Kronecker product is denoted by ⊗. For a square matrix
M , He(M) = M +M⊤.

2. PROBLEM FORMULATION

Consider the discrete-time and uncertain system with
time-varying delay in the states and subject to saturating
inputs and limited energy disturbances given by:







xk+1 = Axk +Adxk−dk
+Bsat (uk) +Bwwk,

zk = Cxk

x−j = ϕ0(j), ∀j ∈ I[0, d̄],
(1)

where xk ∈ R
n is the states vector, zk ∈ R

nz is the
regulated output, uk ∈ R

nu is the control signal, and
wk ∈ R

nw is the disturbance vector input, which belongs
to the set of energy signals Ws described as follows:

Ws =
{

wk ∈ R
nw : ‖wk‖22 ≤ δ−1

}

. (2)

The symmetric decentralized vectorial saturation function
sat (uk) is such that

sat
(

uk(ℓ)

)

= sign(uk(ℓ))min{|uk(ℓ)|, ū(ℓ)}. (3)

The uncertainties and time-invariant system’s matrices
have appropriated dimensions and belong to a convex
polytope:

[A Ad B Bw C] =

N
∑

i=1

αi [Ai Adi Bi Bwi Ci] , (4)

where the known matrices Ai, Adi, Bi, Bwi, and Ci,
i ∈ I[1, N ], are associated with the N polytope’s vertices,
and the uncertain and time-invariant parameter α belongs
to Γ,

Γ =
{

α ∈ R
N :

N
∑

i=1

αi = 1, αi ≥ 0, i ∈ I[1, N ]
}

.

The time-varying state-delay dk belongs to I[d, d̄], with d
and d̄ representing its lower and upper limits, 0 < d ≤
d̄ < ∞. The initial conditions are given by a sequence
detonated by ϕ0, where each element of ϕ0 is a vector
belonging to R

n. Therefore, ϕ0 is a sequence of d̄ + 1
vectors xj ∈ R

n, with j ∈ I[−d̄, 0], being noted by
ϕ0 = {x−j}j∈I[0,d̄], or equivalently, in a instant k by

ϕk(j) = xk−j .

The control law proposed in this work to stabilize the
system (1) is given by:

uk = Kxk, (5)

where K ∈ R
nu×n is the control gain matrix. Note that,

as used in (Silva et al., 2020, 2018b; Zhao et al., 2021;
Ghrab et al., 2021), more complete control laws may be
considered, where, (some) delayed values xk−j , j ∈ I[1, d̄]
may be considered, for more details see (De Souza et al.,
2019). Therefore, by using the state feedback control law
(5) in the system (1), we obtain the following closed-loop
system:
{

xk+1 = Axk +Adxk−dk
+Bsat (Kxk) +Bwwk,

zk = Cxk
(6)

Because of saturating actuators, we cannot guarantee
global stability for the systems treated in this paper
if they are unstable in open-loop (Tarbouriech et al.,
2011). Therefore, we need to deal with local stabilization,
considering the region of attraction RA. It is well known
that the computation of such a region is not easy task in
general (Tarbouriech et al., 2011). Therefore, an estimated
region of attraction RE ⊆ RA is computed instead. We
present in this paper a new methodology to characterize
the estimated region of attraction RE in the next section.
Moreover, we need to consider the disturbance vector input
effect in the local stability of the closed-loop system (6).
Consequently, we need to work with the input-to-state
stability (ISS). In the sequence, we present a definition
for ISS adapted from (Silva et al., 2021).

Definition 1. Consider a positive scalar δ and any se-
quence wk ∈ Ws. The uncertain closed-loop system (6) is
said to be input-to-state stable (ISS) if for any ϕ0 ∈ RE

1

the resulting state trajectories remain bounded in RA, for
all k ≥ 0, and they go to origin when the sequence wk

vanishes.
1 We make an abuse of notation to mean that all elements of ϕ0

belongs to the region RE .
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Next, we formulate the main problem dealt in this paper.

Problem 1. Assume the uncertain discrete-time system
(1)-(4). Determine a robust state feedback control gain for
(5) and provide an estimate RE ⊆ RA, such that the re-
sulting uncertain closed-loop system (6) is ISS. Moreover,
the designed controller must ensure a certain upper limit
of the ℓ2 gain, denoted by γ, from the perturbation wk to
the regulated output zk, such that

‖zk‖2 ≤ γ(‖wk‖2 + B), (7)

where the initial condition ϕ0 yields the bias term B ≥ 0.

3. PRELIMINARY RESULTS

We deal with the saturating actuators by using the gener-
alized sector condition as proposed by Gomes da Silva Jr.
and Tarbouriech (2005). Based on the nonlinearity dead-
zone, φ(uk), we can rewrite the saturation as:

sat (uk) = uk − φ(uk). (8)

Therefore, by applying (8) in (6), we obtain:
{

xk+1 = (A+BK)xk +Adxk−dk
−Bφ(Kxk) +Bwwk,

zk = Cxk

(9)

The next Lemma presents the generalized sector condition.

Lemma 1. For an auxiliary vector ω with limited satura-
tion, ū, x̄k ∈ S, the function φ(Kxk) satisfies the inequal-
ity:

φ(Kxk)
⊤T [φ(Kxk) + ω] ≤ 0, (10)

for any positive defined matrix T ∈ S
m
+ and

S = {xk ∈ R
n : |Kxk − ω| ≤ ū}. (11)

The Lemma’s proof is presented in (Tarbouriech et al.,
2011).

In this paper, we work with the same Lyapunov-Krasoviskii’s
candidate function proposed by Castro et al. (2020), that
is presented as follows:

V (x̄k) = V1(xk) + V2(x̄k) + V3(x̄k), (12)

where,

V1(xk) = x⊤
k P̄ xk, (13)

V2(x̄k) =

k−1
∑

i=k−d

x⊤
i Q̄1xi +

k−d−1
∑

i=k−d̄

x⊤
i Q̄2xi, (14)

V3(x̄k) = d

0
∑

i=1−d

k
∑

j=k+i

y⊤j Z̄1yj (15)

+ (d̄− d)

−d
∑

i=1−d̄

k
∑

j=k+i

y⊤j Z̄2yj ,

with, yj = xj − xj−1, and

x̄k =
[

x⊤
k x⊤

k−1 x⊤
k−2 · · · x

k−d
⊤

]⊤

. (16)

Note that the sequence defined by ϕk is equivalently repre-
sented by x̄k. Therefore, from now on, the initial sequence
of the system may be noted by ϕ0 or x̄0. This candidate
function is a Lyapunov-Krasoviskii’s (L-K) function, if the
following statements are verified:

β1‖x̄k‖2 ≤ V (x̄k) ≤ β2‖x̄k‖2,
∆V (x̄k)=V (x̄k+1)−V (x̄k)≤−β3‖x̄k‖2

}

(17)

with x̄k ∈ RE ⊆ R
nd̄ and the K∞-class functions β1‖x̄k‖2,

β2‖x̄k‖2, and β3‖x̄k‖2.
We use the L-K candidate function to characterize the
estimate region of attraction, RE . This characterization
is adapted from the methodology proposed in (Silva Jr.
et al., 2022), such that, if V (x̄k) is an L-K function, then
we characterize the set RE as LV(η), where:

LV(η) = {x̄k ∈ R
nd̄; x̄T

0 M̄x̄0 ≤ η−1}, (18)

with M̄ = Pf +Q1f +Q2f + Z1f + Z2f , P̄f = v1v
⊤
1 ⊗ P̄ ,

Q1f =





1+d
∑

i=2

viv
⊤
i



 ⊗ Q̄1, Q2f =





d̄+1
∑

i=d+2

viv
⊤
i



 ⊗ Q̄2,

D1 = d

d
∑

i=1

d
∑

j=1

viv
⊤
j d1ij ⊗ Z̄1, Z1f = diag(D1,0), D2 =

ι1

ι1
∑

i=1

ι1
∑

j=1

viv
⊤
j d2ij ⊗ Z̄2, D3 = ι2

ι2
∑

i=1

ι2
∑

j=1

viv
⊤
j d3ij ⊗ Z̄2,

Z2f = −ι21He(v(ι2+1)v
⊤
ι2
) ⊗ Z̄2 + diag(D3, D2), ι1 = (d −

d), ι2 = (d + 1), vi =
[

0n(1×i−1)n In 0
n(1×d+1−i)n

]

, and
dkij = dkji, k ∈ {1, 2, 3},

d1ij =











d, i = j = 1
2d− (2i− 3), i = j > 1

−(d− (i− 2)), |i− j| = 1
0, otherwise

d2ij =

{

2ι1 − (2i− 1), i = j
−(ι1 − (i− 1)), |i− j| = 1

0, otherwise
, and

d3ij =











ι2, i = j = 1
2ι2, i = j > 1
−ι2, |i− j| = 1

0, otherwise.

Remark 1. It is worth to say that the level set definied
in (18) belongs to a lifted space. Such a feature allows
better optimization procedures whithout increasing the
computational cost of the stabilization conditions (see next
section).

The following Lemma shows the local ISS stability and it
was adapted from (De Souza et al., 2019).

Lemma 2. Consider a L-K function V (x̄k) and wk ∈ Ws

for a given δ. If for every x̄0 ∈ LV(η) for a γ,

∆V (x̄k)− w⊤
k wk + γ−2z⊤k zk < 0 (19)

is verified along the trajectories of system (6), then

V (x̄k)− V (x̄0)−
k

∑

i=0

w⊤
i wi +

1

γ2

k
∑

i=1

z⊤i zi < 0, ∀k > 0.

(20)
Hence, ∀x̄0 ∈ LV(η) and wk ∈ Ws, it follows that

(1) V (x̄k) ≤ ‖wk‖22 + V (x̄0) ≤ δ−1 + η−1 = µ−1, for all
k > 0 and, thus, the trajectories of the system remain
bounded in LV(η) ⊆ RA;

(2) For k → ∞, ‖zk‖22 < γ2
(

‖wk‖22 + V (x̄0)
)

;

(3) If wk = 0 for all k ≥ k̄ ≥ 0, then x̄k → 0 without
leaving RE as k → ∞.
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4. MAIN RESULTS

In this section, we propose the following Theorem, where
we show a solution for the Problem 1.

Theorem 1. Consider the system (1) under the control law
expressed in (5). If exist the symmetric positive definite
matrices W , Q1, Q2, Z1, and Z2 with real entries and
dimensions n × n, L ∈ R

m×n, G ∈ R
m×4n, the positive

defined diagonal matrix T ∈ R
m, a scalar ε ∈ [0, 2], and

positive scalars η and δ, that satisfies the followings LMIs:








([

Θ1i 0
0 0

]

+He
(

F⊤
1 Φ⊤

3i

)

− F⊤
6 F6

) [

Θ2i

(Bwi)
⊤

]

F⊤
ci

⋆ Θ3 0
⋆ ⋆ −γ2I









<0,

(21)

∀i ∈ I[1,N ],




[

W 0
⋆ Q1

]

([L 0]−G)
⊤

(ℓ)

⋆ ηu2
0(ℓ)



≥0,

(22)

∀ℓ∈I[1, nu],

where

Θ1i =









He
(

F⊤
1 Φ⊤

2i − F⊤
5 GΞ

)

+Q2 − 2F⊤
5 T F5

−Π⊤

[

Z1 0
⋆ Z2

]

Π









(23)

Θ2i = [AiW +BiL−W 0 AdiW 0 BiT ]
⊤
, (24)

Θ3 = ε2(d2Z1 + (d̄− d)2Z2)− (2ε− ε2)W, (25)

with follow matrices

Q1 = diag(Q1, Q2, Q2), (26)

Q2 = diag(Q1,−Q1 +Q2, 0,−Q2, 0, 0), (27)

Π =

[

I −I 0 0 0
0 I −2I I 0

]

,
F1 = [I 0 0 0 0] ,

F5 = [0 0 0 0 I] ,
(28)

Ξ =







I 0 0 0 0
0 I 0 0 0
0 0 I 0 0
0 0 0 I 0






, (29)

Fci = F1 ⊗ Ci, (30)

Φ3i = [0 0 0 0 0 Bwi] , (31)

F6 = [0 0 0 0 0 I] , (32)

and, P̄ = W−1, Q̄1 = W−1Q1W
−1, Q̄2 = W−1Q2W

−1,
Z̄1 = W−1Z1W

−1, Z̄2 = W−1Z2W
−1. Then, the robust

control gain can be obtained from

K = LW−1 (33)

ensuring that the uncertain closed-loop system (9) is ISS.
Moreover, for all x̄0 ∈ LV(η) and wk ∈ Ws the following
statements are verified:

(1) V (x̄k) ≤ ‖wk‖22 + V (x̄0) ≤ δ−1 + η−1 = µ−1, for all
k > 0 and, thus, the trajectories of the system remain
bounded in LV(η) ⊆ RA;

(2) For k → ∞, ‖zk‖22 < γ2
(

‖wk‖22 + V (x̄0)
)

;

(3) If wk = 0 for all k ≥ k̄ ≥ 0, then x̄k → 0 without
leaving RE as k → ∞.

Proof : If we take out the columns and rows six and eight
in the LMIs (21) and if we consider η = 1 in (22), we

recover the results presented in (Castro et al., 2020). Based
on this and considering that LMIs (21) are verified, we get

∆V (x̄k)− He(φ(Kxk)
⊤T (φ(Kxk) + ω))

− w⊤
k wk + γ−2z⊤k zk < 0. (34)

If x̄k is such that the set S is verified, then the inequality
(10) is true and, consequently, the inequality (19) is veri-
fied and the function (12) is a L-K function. Considering
now that even (21), the LMIs (22) are verified, following
(Castro et al., 2020), we can guarantee that Kxk ∈ S,
the Lemma 2 is verified and, then, the resulting uncertain
closed-loop system is ISS with the estimated region of
attraction given by LV(η) in (18). ♦

Remark 2. A relevant factor for validating the efficiency
of the proposed conditions is the analysis of numerical
complexity, that depends on the number of scalar variables
K and the number of rows L, given by L1 = N(4n + 1 +

n)+2Nn+n+nu(4n+1) and K1 = nun+n2+ 5n(n+1)
2 +1.

Note that the numerical complexity does not depend on
the delay variation, so it is significantly lower compared to
an augmented system, as presented by (De Souza et al.,
2019), shown below to comparison.

Lc = [2n(d̄+ 1) +m+ q + l]Nt̂[t̂2 − (t̂−∆τmax)

×(d̄−∆τmax − 1)] + [n(d̄+ 1) + 1]Nt̂m ,

Kc = 0.5n2(d̄+ 1)2(Nt̂+ 2)

+0.5n(d̄+ 1)Nt̂+m[2n(d̄+ 1) + 1] + 1. (35)

with t̂ = (d̄ − d + 1), and ∆τmax the maximum delay
interval.

4.1 Structures of the optimization procedures

We present three optimization procedures used to max-
imize the region of attraction, the disturbance tolerance
maximization, and disturbance effects minimization.

(1) Minimizing the trace of H: the objective is maximize
the estimated region RE , bringing it closer to the
region of attraction RA. In this case, ∀k ≥ 0, the
controller gains are calculated to determine this,
for a system without disturbance, namely, wk =
0. Futhermore (M − W)⊤M−1(M − W) ≥ 0, or
equivalently

0 < M̄ = W−1MW−1 ≤ (2W −M)−1 ≤ H, (36)

with

H = H⊤ ∈ R
(d̄+1)n×(d̄+1)n

W−1 = Id̄+1 ⊗W−1. (37)

Thus, we have,

J1 =























min
H,W,M,L,G,ε,T ,η,γ,δ

tr

(

H
)

s.t.

(21), (22), and
[

2W −M I

I H

]

� 0

(38)
(2) Maximum tolerance to the disturbance δ−1: for null

initial conditions, the admissible disturbance are
maximized, therefore, δ−1 is the largest possible, if

Sociedade Brasileira de Automática (SBA) 
XXIV Congresso Brasileiro de Automática - CBA 2022, 16 a 19 de outubro de 2022 

ISSN: 2525-8311 1538 DOI: 10.20906/CBA2022/3383



the system is regulated x0 = 0 then δ−1 = η−1.
Therefore, for the optimization procedure, the value
of γ is fixed, thus analyzing the minimization of the
δ factor for a given interval of u.

J2 =











min
H,W,M,L,G,ε,T ,η

δ

s.t.
(21), (22),

and fixed γ

(39)

(3) Minimizing disturbance effects: for a given perturba-
tion energy, δ−1, to determine the robust gains of
the controller, it is possible to minimize the gain ℓ2
between the disturbance and the regulated output of
the system, analyzing thus, minimizing the factor γ
for a given interval of u.

J3 =











min
H,W,M,L,G,ε,T ,η

γ

s.t.
(21), (22),

and fixed δ

(40)

5. NUMERICAL EXAMPLE

We propose a numerical example to illustrate the main
contributions of this work. Consider the discrete-time
system (1) with time-delay in the states dk ∈ I[2, 4],
saturating actuators, with ū = 10, and matrices:

A1 =

[

0.38 0.2
0.09 1.00

]

, Ad1
=

[

0.01 −0.03
0.02 0

]

, B1 =

[

1.98
0.99

]

,

A2 =

[

0.42 0.2
0.11 1.00

]

, Ad2
=

[

0.05 0.09
0.04 0.06

]

, B2 =

[

2.02
1.01

]

,

Bw1
=

[

0.198
0.099

]

, C1 =

[

1
0

]⊤

, Bw2
=

[

0.202
0.101

]

, C2 =

[

0
1

]⊤

.

(41)

Firstly, we work with the maximization of the estimated
region of attraction. Therefore, from the J1 optimization
procedure, we can maximize the estimated region of attrac-
tion. We compare the regions of attraction sizes obtained
from our results and the conditions proposed by Castro
et al. (2020). Using our procedure, we choose ǫ equals
1.1, and using the procedure proposed in (Castro et al.,
2020), we choose this variable equals 1.678. Our choice was
based on the biggest obtained from the two optimization
procedures in two cases. The following table presents the
results obtained. We can see that the region of attraction

Procedure Radius Volume

J1ε=1.1 88.64 3.8570× 1024

Castro et al. (2020)ε=1.678 55.23 4.2028× 1023

Table 1. Comparison of the projected radius
and volume of the estimated region of attrac-

tion.

radius obtained from our procedure results in 60.5% bigger
than that obtained from the procedure proposed by Castro
et al. (2020). Concerning the volume, our proposal achieves
a size more than 9.3 bigger than the one by Castro et al.
(2020). Such a comparison was performed by using the L-
K matrices found by the approach in (Castro et al., 2020)
and replacing them in the level set (18).

We present in Figure 1 the projection of the closed-loop
system trajectories over xk(1) × xk(2) for 5 different initial
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Figure 1. Convergence of initial conditions

conditions. For each initial condition a set of 6 simulations
were performed, each of them with a different value of
α1 ∈ {0, 0.2, 0.4, 0.6, 0.8, 1}. For each initial condition we
took x−j = 0, j = 1, . . . , 4, and the values of x0 are
marked with in the plot with a ◦, yielding convergent
trajectories, and with a ∗. In this last case, since the
initial condition has been taken out of the estimated
region of attraction, the convergence is not ensured. As
one can see, 4 trajectories diverge from the origin (for
α1 ∈ {0.4, 0.6, 0.8, 1}). The reader can note the green
circle used to establish numerical comparison with other
literature results, which demonstrates the superiority of
our achievements.

Next, we use the optimization procedures J2 and J3 for
the saturation value, ū, belongs to the interval [9.8, 15].
Considering the procedure J2, we verified the disturbance
tolerance with γ = 0.7071 and γ = 0.3873. For the
procedure J3, we analyzed for four cases, where δ = 2.8×
10−5, δ = 3.5× 10−5, δ = 4× 10−4, and δ = 2× 10−4. The
Figure 2 summarizes the achievements as discussed in the
sequel.

10 10.5 11 11.5 12 12.5 13 13.5 14 14.5 15

γ

0

0.5

1

1.5

2

2.5

3

3.5

4

fixed δ = 2.8(10)
-5

fixed δ = 3.5(10)
-5

fixed δ = 4(10)
-5

fixed δ = 2(10)
-4

10 10.5 11 11.5 12 12.5 13 13.5 14 14.5 15

δ−1

×104

1.5

2

2.5

3

3.5

4

4.5

5

5.5

6

6.5

fixed γ = 0.7071

fixed γ = 0.3873

u

Figure 2. Relationship between the weighting of the ℓ2
gain for a fixed energy and, the maximum disturbance
energy for a fixed γ, over each choice of u.

By sweeping the control signal saturation limit, a relation-
ship between the ℓ2 gain, γ, and the maximum disturbance
energy, δ−1, can be obtained as shown in Fig. 2. By observ-
ing lines green, red, blue, and cyan, we note that bigger
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values of ū, lead to a reduction of the ℓ2-gain, γ, which
converges to the minimum value corresponding to 0.3362.
Moreover, from this set of lines, we can see that the higher
the tolerable energy, the higher the ℓ2-gain, meaning that
the disturbance signal more influences the output. Such a
behavior is more evident for lower values of ū.

Another numerical experiment was performed by fixing
γ and observing the maximal tolerable energy achieved
with optimization procedure J2 for the assumed range of ū
(see magenta and black lines). In both cases, the tolerable
disturbance energy grows with ū. Similarly to the previous
experiment, we see that lower ℓ2-gains implies in lower
values of disturbance energy.

Assuming a maximal disturbance energy δ−1 = 3.5714 ×
104 and ū = 10, the optimization procedure J3 was used
to design a robust state feedback control gain given by
K = [−0.0694 −0.2417]. Then, we simulate the closed-
loop (9) with a disturbance signal

wk = [01,29 w30 w31 w32 01,28,] (42)

with w30 = cos(θ)
√
δ−1, w31 =

√

δ−1 − w2
30 − w2

32, w32 =

sin(θ)
√
δ−1, and θ = π

4 , guaranteeing a signal of dis-

turbance with maximum energy (δ−1 = 3.5714 × 104),
applied from k = 30 up to k = 32. The initial condition

ϕ0 =

{[

−70
−70

]

,

[

31
50

]

,

[

5
50

]

,

[

38
25

]

,

[

5
60

]}

belonging to

RE was used. Figure 3 shows the behaviors of the states
and control signal. Observe in the bottom subplot the
saturation of the control signal in the first 4 or 5 sam-
ples and that, despite not achieving the saturation limit,
the control signal can mitigate the disturbance signal. In
all simulations, the delay was constant and equal to 4.
All simulations were repeated under equal conditions for
α1 ∈ {0, 0.2, 0.4, 0.6, 0.8, 1}.
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Figure 3. Convergence of states and saturated control
signal for the configuration of the first vertex of the
system.

6. CONCLUSIONS

The conditions proposed in the present work extend previ-
ous results from the literature to handle the robust input-
to-state stabilization of discrete-time state delayed sys-
tems under saturating actuators and energy disturbance
signals. Three optimization procedures were proposed,

allowing the maximization of the tolerable disturbance
energy, the maximization of the estimate of the region
of attraction, or the minimization of the ℓ2-gain between
the measured output and the disturbance signal. Further-
more, our approach’s key feature consists of performing
the optimization in a lifted space while keeping simple
Lyapunov-Krasovskii candidate functions. Consequently,
we can achieve better results at the expanse of low increase
in the computational complexity. An example was pro-
posed to compare our achievements with other results from
the literature and illustrate the proposal’s application. In
future research, we may consider the multiobjective op-
timization problem, determining in the feasible objective
space a subset of solutions close to the Pareto-optimal
frontier, thus relating the three proposed convex opti-
mization problems. Also, the time-varying parameter case
deserves attention, providing controller design solutions to
the (quasi-)LPV case.
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