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#### Abstract

In recent decades, the increased use of robotic manipulators in the industrial environment has increasingly impacted the human-robot interaction and the safety performance during this interaction. Consequently, control methods that can predict contact, control force, or trajectory to avoid damage during collision become required. This paper considers mode and state estimation for detecting contact in a single-link flexible joint manipulator using the moving horizon estimation (MHE) approach. This method was addressed by employing a least-squares optimization problem, solved for each instant of time to select the best estimation of the system behavior. First, the main aspects of the method have been presented, then the effectiveness of the proposed approach was demonstrated through simulation results, comparing the solution for the real system and the estimate.
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## 1. INTRODUCTION

The use of robotic manipulators and their range of possible applications has increased in recent decades. The impact of this increase is not only in the research areas but also in the industry, and it raises an essential issue that is human-robot collaboration. A current challenge in robotics and one of the most concerning issues in the industrial environment is the detection and response of robots to unexpected collisions, as it is related to safety in human-robot interaction ( Li et al. 2018, Jung et al. 2014).
Several methods for detecting and reducing the occurrence of collisions, for example Ullah et al. (2021), Raza et al. (2019), Kamel et al. (2019), Chen et al. (2018), Li et al. (2018), Kouris et al. (2018), Vorndamme et al. (2017), Dimeas et al. (2015, Jung et al. (2014), and Song et al. (2011), link this problem to switching systems controls, dividing the research into two topics, force and trajectory control. The wide variety of practical applications of switching or multimode systems makes the modeling of these systems a relevant issue. Consequently, this has become a more discussed topic that brings the development of new control and analysis methods. Among a set of analysis properties that can be used, the observation of modes plays a crucial role in determining whether or not the outputs of a system can be identified and differentiated (Baglietto et al. 2012).

In order to improve the accuracy of mode-observability of systems, some papers have investigated the Moving Horizon Estimation (MHE) approach (Guo and Huang, 2013, Alessandri et al. 2005). The Moving Horizon Estimation (MHE) has emerged as a powerful technique for tackling the problem of estimating the state of a dynamic system in the presence of nonlinearities and disturbances (Alessandri et al. 2010). The main idea behind the MHE method is minimizing an estimation cost function, defined on a sliding window (Nocedal et al. 2006), states that the least-square problems measure the discrepancy between the model and the observed behavior of the system, and select values for the parameters that best match the model to the data by minimizing the objective function.
In this work, we extend the results of Baglietto et al. (2012) by considering another practical application of the mode-observability properties for nonlinear switching systems with noisy-corrupted mode observations. More specifically, a single link flexible joint manipulator is modeled to have some specific dynamic tasks (that define the modes) to be done. With unknown noise corrupting output measurements and, consequently, the mode observations, the design of a nonlinear discrete-time switching system with a trusted estimator is a challenging problem. In order to achieve a viable approach for such a system, we use the MHE approach for switching systems, where the mode and states can vary in unpredictable ways. Finally, the mode and states
estimation is presented with a rigorous analytical framework that focuses on: (i) surveilling and comparing along the time the real and estimated continuous-time state and discrete-time modes; (ii) deriving mode estimation performance index; (iii) deriving the state estimation performance index; (iv) deriving statistical analysis for a batch of cases.
The note is organized as follows. The problem of MHE for discrete-time nonlinear switching systems is drawn in Section 2, where we state the continuous time switching system, the general moving horizon state estimation, and we also present the algorithm of the moving horizon state estimation for switching systems. The single link flexible joint dynamical model is stated in Section 3. In Section 4, the focus is on the simulation results of the proposed case study. Lastly, Section 5 concludes this note and prospects future work.

## 2. MOVING HORIZON STATE ESTIMATION FOR SWITCHING SYSTEMS

In this section, some preliminary concepts related to switching systems and moving horizon state estimation are presented.

### 2.1 Continuous-Time Nonlinear Switching Systems

A switched system is a dynamical system that consists of a finite number of subsystems described by differential or difference equations and a logical rule that orchestrates switching between these subsystems (Lin et al., 2007).
Nonlinear Switching Systems are typically characterized as a set of nonlinear dynamical systems, where each subsystem is activated by a discrete-value variable known as a switching signal, Du et al. (2021). According to Liberzon (2003) and Du et al. (2021), the continuous-time switched nonlinear system is defined as follows

$$
\begin{equation*}
\dot{x}(t)=f_{\sigma_{t}}\left(x_{t}, u_{t}\right) \tag{1}
\end{equation*}
$$

where $x \in \mathbb{R}^{n}$, is the continuous state vector, $u \in \mathbb{R}^{n}$ is the input vector. $\sigma_{t} \in\{1,2, \ldots, m\}$ is a piecewise constant function (switching signal) that determines the sequence of mode activations between the n subsystems.

### 2.2 Moving Horizon State Estimation (MHSE)

The MHSE problem, also known as finite-memory, receding-horizon, or sliding-window estimation, consists of using a set of most recent information within a time interval to solve an optimization problem that estimates the dynamic states of a system. The estimator is derived by minimizing a quadratic cost function and, accordingly to Alessandri et al. (2005) two contributions are made up: the first term is a weighted term penalizing the distance of the current estimated state from its prediction (both computed at the beginning of the sliding window); the second is the usual prediction error computed on the basis of the most recent measures.

Let the system be modeled by the following nonlinear discrete-time system

$$
\begin{align*}
& x_{t+1}=f\left(x_{t}, u_{t}\right)+\varepsilon_{t}  \tag{2a}\\
& y_{t}=h\left(x_{t}\right)+\eta_{t} \tag{2b}
\end{align*}
$$

where $t \in \mathbb{Z}_{+}=\{0,1, \ldots$,$\} \quad is the time instant;$ $x_{t} \in \mathcal{X} \subset \mathbb{R}^{n}$ is the state vector (the initial state $x_{0}$ is unknown); $u_{t} \in \mathcal{U} \subset \mathbb{R}^{m}$ is the input signal vector; $\varepsilon_{t} \in \subset \mathbb{R}^{n}$ is the system noise vector; $y_{t} \in \mathbb{R}^{p}$ is the output/observation vector; and $\eta_{t} \in \mathcal{V} \subset \mathbb{R}^{n}$ is the random measurement noise vector. The statistics of the random variables $x_{0}, \eta_{t}$ are assumed to be unknown deterministic variables with unavailable statistics. Functions $f$ and $h$ are nonlinear.

In this paper, the estimates are based on data obtained according to a receding-horizon strategy where the observation window is composed of $(N+1)$ measurements for a time interval $[t-N, t]$ with $t \geq N$.

The objective of the MHSE is to find the estimates $\hat{x}_{t \mid t}$ of $x_{t}$ at time $t$ on the basis of $\left\{y_{t-N^{\prime}}, \ldots, y_{t^{\prime}} u_{t-N^{\prime}} \ldots, u_{t}\right\}$ and of the "prediction" $\bar{x}_{t-N}$ of the state $x_{t-N}$. The estimates $\left\{\hat{x}_{t-N \mid t^{\prime}} \ldots \hat{x}_{t \mid t}\right\}$ of $\left\{x_{t-N, \ldots,}, x_{t}\right\}$ are calculated at time $t=N, N+1, \ldots$ by minimizing a least-squares cost function as follows

$$
\begin{equation*}
J_{t}=\mu\left|\hat{x}_{t-N \mid t}-\bar{x}_{t-N}\right|^{2}+\sum_{i=t-N}^{t}\left|y_{i}-h\left(\hat{x}_{i \mid t}, u_{i}\right)\right|^{2} \tag{3}
\end{equation*}
$$

where $\mu$ is a nonnegative weighting term by which we express our belief in the prediction $\bar{x}_{t-N}$. The vector $\bar{x}_{0}$ denotes an a priori prediction of $x_{0}$.

### 2.3 Moving Horizon State Estimation for Switching Systems

The mode estimation method is a strategy that can be suitable for systems in which modes vary unpredictably over time due to the possibility of using a fixed observation window. This performance depends on an a priori estimation of all the continuous states of the systems.
Based on the returned value of an objective function for each estimate within a moving horizon window, the discrete state, i.e., the active mode of the system, is estimated (Ayala, 2012).

Now, let us define the switched nonlinear discrete-time equation as a combination of the switched nonlinear equation with the nonlinear discrete-time equations

$$
\begin{align*}
& x_{t+1}=f_{\sigma_{t}}\left(x_{t}, u_{t}\right)+\varepsilon_{t}  \tag{4a}\\
& y_{t}=h_{\sigma_{t}}\left(x_{t}\right)+\eta_{t} \tag{4b}
\end{align*}
$$

The state estimation procedure of a nonlinear switching system within a moving-horizon can be formulated as stated by Ayala (2012), at any instant of time $t=N, N+1, \ldots$, based on the recent information vector $I_{t}$ and in a previously known prediction of the initial conditions $\bar{x}_{t-N}$, deduce the estimation of the mode $\hat{\sigma}$ and of the state vectors $\hat{x}_{t-N, t \mid t}$.
To infer $\hat{\sigma}$ and $\hat{x}_{t-N \mid t}$, on basis of $I_{t}$ and $\bar{x}_{t-N}$, by resorting to a least-square approach, one can consider the following moving-horizon strategy (Baglietto et. al., 2012; Ayala, 2012)

$$
\begin{align*}
& \hat{\sigma}_{t}, \hat{x}_{t-N \mid t} \in  \tag{5}\\
& \quad \operatorname{argmin} \hat{\sigma}_{t} \in M, \hat{x}_{t-N \mid t} \in \chi \\
& \\
& \left.\quad \hat{x}_{t-N \mid t}, \bar{x}_{t-N}, \hat{\sigma}_{t}, I_{t}\right)
\end{align*}
$$

where

$$
\begin{equation*}
\hat{x}_{k+1 \mid t}=f_{\hat{\sigma}_{t}}\left(\hat{x}_{k \mid t}, u_{k}\right), k=t-N, \ldots, t-1 \tag{6}
\end{equation*}
$$

and

$$
\begin{align*}
& \bar{x}_{t-N \mid t}=f_{\hat{\sigma}_{t-N-1}}\left(\hat{x}_{t-N-1 \mid t-1}, u_{t-N-1}\right)  \tag{7}\\
& t=N+1, N+2, \ldots
\end{align*}
$$

The cost function is defined as

$$
\begin{align*}
& J\left(\hat{x}_{t-N \mid t}, \bar{x}_{t-N}, \hat{\sigma}_{t}, I_{t}\right)=\mu\left\|\hat{x}_{t-N \mid t}-\bar{x}_{t-N}\right\|^{2} \\
& +\left\|y_{t-N \mid t}-F_{\hat{\sigma} t}\left(\hat{x}_{t-N \mid t}, u_{t-N, t-1}, N\right)\right\|^{2} \tag{8}
\end{align*}
$$

The optimal estimate made at time $t$ for each sequence of modes $i \in M$ is denoted by (9)

$$
\begin{align*}
& \hat{x}_{t-N \mid t}^{i} \in \\
& \operatorname{argmin}_{\hat{x}_{t-N \mid t}^{i} \in \chi} J\left(\hat{x}_{t-N \mid t}^{i}, \bar{x}_{t-N}, i, I_{t}\right), i=1,2, \ldots, m \tag{9}
\end{align*}
$$

and the optimal associated cost is denoted by (10)

$$
\begin{align*}
& J\left(\hat{x}_{t-N \mid t}^{i}, \bar{x}_{t-N}, i, I_{t}\right)=\mu\left\|\hat{x}_{t-N}^{i}-\bar{x}_{t-N}\right\|^{2}+ \\
+ & \left\|y_{t-N, t}-F_{\hat{\sigma}_{t}}\left(\hat{x}_{t-N \mid t}^{i}, u_{t-N, t-1}, N\right)\right\|^{2} \tag{10}
\end{align*}
$$

Summing up, the mode estimation scheme takes the form of the pseudocode stated by Ayala (2012) and shown in Algorithm 1.

```
Algorithm 1. State Estimation of Nonlinear Switching
Systems
    begin
    Given \(\mathcal{M}=\{1,2, \ldots, m\}, \bar{x}_{0}\)
    \(t=N\)
    while Stopping criteria is not met do
    \(J\left(\hat{x}_{t-N \mid t}^{i^{o}}, \bar{x}_{t-N}, i^{o}, I_{t}\right)=\infty\)
    Compute the optimal estimates \(\hat{\sigma}_{t}\) and \(\hat{x}_{t-N \mid t}\) with
    respect to (Eq X):
    for \(i=1,2, \ldots, m\) do
```

8: Perform the optimization procedure:
9: $\quad \hat{x}_{t-N \mid t}^{i}=\arg \min _{\hat{x}_{t-N \mid t}} \in X J\left(\hat{x}_{t-N \mid t}^{i}, \bar{x}_{t-N}, i, I_{t}\right)$
10: Compare the $i$-th mode cost function with the best found so far
11: $\quad$ if $J\left(\hat{x}_{t-N \mid t}^{i}, \bar{x}_{t-N}, i, I_{t}\right)<J\left(\hat{x}_{t-N \mid t}^{i^{0}}, \bar{x}_{t-N}, i^{0}, I_{t}\right)$
then
$i^{0}=i$ ${\stackrel{\wedge}{i} i^{0}}_{x^{0}-N \mid t}=\stackrel{\wedge}{i}_{t-N \mid t}$
14: $\quad J\left(\hat{x}_{t-N \mid t}^{i} i^{t-N \mid t} \bar{x}_{t-N}^{t-N \mid t}, i^{0}, I_{t}\right)=J\left(\hat{x}_{t-N \mid t}^{i}, \bar{x}_{t-N}, i, I_{t}\right)$
end if
end for
Output the estimates $\hat{\sigma}_{t}$ and $\hat{x}_{t-N \mid t}$ :
$\hat{\sigma}_{t}=i^{0}$
$\hat{x}_{t-N \mid t}=x_{t-N \mid t}^{i^{0}}$
for $k=t-N, \ldots, t-1$ do $\hat{x}_{k+1 \mid t}=f_{\hat{\sigma}_{t}}\left(\hat{x}_{k \mid t}, u_{k}\right)$
end for
Propagate the prediction $\bar{x}_{t-N+1}$ :
$\bar{x}_{t-N+1}=f_{\hat{\sigma}_{t-N}}\left(\hat{x}_{t-N}, u_{t-N}\right)$
$t=t+1$
end while
end

### 2.4 Performance Indexes

For the sake of comparison, let us consider the mode performance index given by the percentage of correct mode estimation at any time of the observation window:

$$
\begin{equation*}
C_{\sigma_{t} \mid \hat{\sigma}_{t}}=\left(1-\left|\frac{\hat{\sigma}_{t}-\sigma_{t}}{\sigma_{t}}\right|\right) \times 100 \% \tag{11}
\end{equation*}
$$

where $\sigma_{t}$ is the real mode observed, $\hat{\sigma}_{t}$ is the estimated mode observed, and $C_{\sigma_{t} \mid \hat{\sigma}_{t}}$ is the percentage of correct mode estimation.

We also define the state performance index given by the Root Mean Square Error (RMSE) at the beginning $[t-N, t]$ and the end $[t, t]$ of the observation window as

$$
\begin{equation*}
R M S E_{t}:=\left(\sum_{k=1}^{K} \frac{\left\|e_{t}^{k}\right\|^{2}}{K}\right)^{\frac{1}{2}}, k=0,1, . ., K- \tag{12}
\end{equation*}
$$

$e_{t}^{k}$ is the estimation error of continuous state at discrete time $k$ in the $k t h$ simulation run. $K$ is the number of simulation runs. $N$ is the simulation horizon.

## 3. CASE STUDY

In the present section, we describe the dynamical modeling of a single-link flexible joint manipulator for which a two-modes nonlinear switching autonomous system is considered. The two modes correspond to (1) free dynamics and (2) contact model dynamics.

### 3.1 Dynamical Model

The single-link flexible joint manipulator (SLFJM) consists of a link driven by a motor and an elastic flexible joint in between. The angular position of the link and of the motor are measured by angular sensors as shown in Fig. 1.


Fig. 1 Single-Link Flexible Joint Manipulator (SLFJM): Free Model

Based on the Euler Lagrange Derivations, the equations of motion of the SLFJM are described as

$$
\begin{align*}
& J_{m} \ddot{\theta}_{m}+b_{m} \dot{\theta}_{m}-k\left(\theta_{l}-\theta_{m}\right)=T_{m}  \tag{13a}\\
& J_{l} \ddot{\theta}_{l}+k\left(\theta_{l}-\theta_{m}\right)+m g l \sin \left(\theta_{l}\right)=0 \tag{13b}
\end{align*}
$$

where, $T_{m}$ is the motor torque, $J_{m}$ and $J_{l}$ are the motor and link inertia, $b_{m}$ is the motor viscous friction coefficient, $\theta_{m}$, $\dot{\theta}_{m}$, and $\ddot{\theta}_{m}$ are the angular position, velocity, and acceleration of the motor, $\theta_{l}$ and, $\ddot{\theta}_{l}$ are the angular position and acceleration of the link, $k$ is the stiffness constant of the spring which represents the flexible joint in the model, $m$ is the link mass, $g$ is gravity acceleration and $l$ is the link length.

The manipulator described in (13a) and (13b), may be represented by a discrete-time nonlinear state space model on the form of $(2 \mathrm{a})$ and $(2 \mathrm{~b})$, where the continuous states are defined as $x_{1}=\theta_{m}, x_{2}=\dot{\theta}_{m}, x_{3}=\theta_{l}, x_{4}=\dot{\theta}_{l}$, the input variable as $k_{t} u=T_{m}$, and the system and measurement equations are defined, respectively, as

$$
f\left(x_{t}, u_{t}\right)=\left[\begin{array}{c}
x_{2}  \tag{14}\\
-\frac{1}{J_{m}} k\left(x_{1}-x_{3}\right)-\frac{1}{J_{m}} b_{m} x_{2}+\frac{1}{J_{m}} k_{t} u \\
x_{4} \\
\frac{1}{J_{l}} k\left(x_{1}-x_{3}\right)-\frac{1}{J_{l}} m g l \sin \left(x_{3}\right)
\end{array}\right]
$$

$$
h\left(x_{t}\right)=\left[\begin{array}{l}
x_{1}  \tag{15}\\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right]
$$

### 3.2 Contact Modeling

Now, let us consider the presence of a fault in the previously described system due to extra abnormal friction in the contact between the link and a surface. Within this approach, one mode is defined as the nominal condition, while the other mode is used to model the fault of the system, as the SLFJM schematic diagram shows in Fig. 2.


Fig. 2 Single-Link Flexible Joint Manipulator: Contact Model
The abnormal friction in the contact between the link and a surface prevents the link displacement.

For the case of the SLFJM, the fault system may be represented by the nonlinear switching system in the form of equations (4a) and (4b) where the discrete state defines the nominal system and its faulty condition. Let the set of possible modes be $\sigma_{t} \in \mathcal{M}=\{1,2\}$, where $\sigma_{t}=1$ correspond to the nominal condition, and $\sigma_{t}=2$ the pre-defined fault (contact model). Accordingly, the system equations have the matrix form

$$
\begin{align*}
& f_{1}\left(x_{t}, u_{t}\right)=\left[\begin{array}{c}
x_{2} \\
-\frac{1}{J_{m}} k\left(x_{1}-x_{3}\right)-\frac{1}{J_{m}} b_{m} x_{2}+\frac{1}{J_{m}} k_{t} u \\
x_{4} \\
\frac{1}{J_{l}} k\left(x_{1}-x_{3}\right)-\frac{1}{J_{l}} m g l \sin \left(x_{3}\right)
\end{array}\right]  \tag{16}\\
& f_{2}\left(x_{t}, u_{t}\right)=\left[\begin{array}{c}
x_{2} \\
-\frac{1}{J_{m}} k\left(x_{1}-x_{3}\right)-\frac{1}{J_{m}} b_{m} x_{2}+\frac{1}{J_{m}} k_{t} u \\
0 \\
0
\end{array}\right] \tag{17}
\end{align*}
$$

Note that the nominal condition is modeled with the nominal nonlinear dynamical model. However, some fault importance state are modeled with constant value that makes the states $x_{3}$ and $x_{4}$ null. This indicates that the link position and the link velocity is stopped.
Finally, by applying a mode estimation algorithm to the continuous states of the system, it is possible to estimate the switching between them and approximate their real value. If the switching sequence belongs to the set of modes, we can adopt a moving horizon approach to solve the problem.

## 4. SIMULATION MODEL DESCRIPTION

According to Zhang et. al (2010), and Fan and Arcak (2003), suitable values for the system parameters are in Table 1.

Table 1. System Parameters

| Parameters | Values | Units |
| :--- | :---: | :---: |
| Link Inertia $-J_{l}$ | $9.3 \times 10^{-3}$ | $\mathrm{~kg} \cdot \mathrm{~m}^{2}$ |
| Motor Inertia $-J_{m}$ | $3.7 \times 10^{-3}$ | $\mathrm{~kg} \cdot \mathrm{~m}^{2}$ |
| Torsional Spring Constant -k | $1.8 \times 10^{-1}$ | $\mathrm{~N} \cdot \mathrm{~m} / \mathrm{rad}$ |
| Link Mass $-m$ | $2.1 \times 10^{-1}$ | Kg |
| Link Length $-l$ | 0.15 | m |
| Viscous Friction Coefficient $-b_{m}$ | $4.6 \times 10^{-2}$ | $\mathrm{~N} \cdot \mathrm{~m} / \mathrm{V}$ |
| Gravity Constant $-g$ | 9.8 | $\mathrm{~m} / \mathrm{s}^{2}$ |
| Amplifier Gain $-k_{\tau}$ | $8 \times 10^{-2}$ | $\mathrm{Nm} / \mathrm{V}$ |

The control input signal is the torque by the motor $k_{\tau} \cdot u=T_{m}$. The evaluation of the proposed method was performed by running $\mathrm{K}=100$ simulations for a window length $\mathrm{N}+1$, where $N \in\{2,4,6,8,10\}$, fitted with a sampling time of $t_{s}=0.05 \mathrm{~s}$ and a total time of each simulation as $T=120 \mathrm{~s}$. A measurement noise vector $\eta_{t}$ was randomly generated for the following standard deviation values: $\{0,0.01,0.03,0.05,0.07,0.1\}$. For a better observation of the mode estimation effect and of the algorithm capability, trajectory switches that occur every 20 s are added to the algorithm.

The coefficient $\mu$ and the tolerance for the stopping criteria have been chosen as $10^{-3}$ and $10^{-6}$, respectively, in all the simulations. As for the noise corrupting measurement matrix initialization, the measurement noise covariance is $P_{f}=10^{-4}$.

We consider a simulation scenario where the true initial state is set at $x_{0}=[\pi, 0, \pi, 0]^{T}$. The sequence of the input signal of the system $\left\{u_{t}\right\}$ is generated as $u_{t}=2 \sin (2 t)$, as shown in Fig. 3.


Fig. 3 System input signal.
For the sake of brevity, we refer to the estimator obtained by applying Algorithm 1 as the moving-horizon estimation for switching system, where all the simulations have been performed in MATLAB on a computer equipped with a $1.99-\mathrm{GHz}$ Intel i7 CPU and 16 GB of RAM. In particular, optimization has been performed through the nonlinear least-squares solver algorithm available within the routine lsqnonlin of the MATLAB Optimization Toolbox.

## 5. RESULTS

The simulation results showcased in Figures 4 to 12 illustrate the rigorous analytical framework stated in Section 1. Different values for the estimation horizon N have been taken into account in this study, as mentioned in the previous section. However, the first four plots refer only to the case of $\mathrm{N}=10$ (best case), even if similar plots could be displayed also for $\mathrm{N}=2,4,6$ and 8 . In the sequence, we show the boxplot for the other window lengths.

Figures 4 and 5 compares the real and estimated continuous-time state of the position $\left(x_{1}, x_{3}\right)$ and velocity ( $x_{2}, x_{4}$ ). This values are obtained by means of MHE for $\mathrm{N}=$ 10 with a random noise standard deviation of $\sigma_{\eta}=7.10^{-2}$. Note that the estimate appears to perfectly achieve the real position and velocity.

The real and estimated discrete-time modes are shown in Fig. 4 for the case where $\mathrm{N}=10$ and $\sigma_{\eta}=7.10^{-2}$.


Fig. 4 Real value and estimates for the MHSE in the presence of noise with $\sigma_{\eta}=7.10^{-2}$ and $\mathrm{N}=10$.

The solution of equation (11), illustrated in Fig 6, depict the percentage of correct mode estimations done at each time instant assuming the noise with $\sigma_{\eta}=7.10^{-2}$, considering all K simulations.


Fig. 5 Real modes and estimates for the MHE in the presence of noise with $\sigma_{\eta}=7.10^{-2}$ and $\mathrm{N}=10$.


Fig. 6 Percentage of correct mode-estimation for fixed times in the presence of noise with $\sigma_{\eta}=7.10^{-2}$ and $\mathrm{N}=10$.
Fig. 7 presents the plot of the RMSE, computed over 100 simulations, for the MHE in the presence of noises. The state estimation performance index shows that the difference between the real state and its estimate tends asymptotically to a small value in between switches, as is being confirmed by Fig 7.


Fig. 7 RMSEs of the MHE in the presence of noise with $\sigma_{\eta}=7.10^{-2}$ and $\mathrm{N}=10$.

Fig. 5, 6 and 7 show that the signal can reconstruct the mode with small errors perfectly in-between switches. However, around the switches of the mode (at $20 \mathrm{~s}, 40 \mathrm{~s}, 60 \mathrm{~s}, 80 \mathrm{~s}$ and 100 s ) the mode estimation is not perfectly accurate. This is due to the fact that the mode is constant only within a given window (Ayala, 2012). Therefore, the given moving-horizon window length ( $\mathrm{N}=10$ ) cannot properly be used to estimate the mode in one of the switching times.


Fig. 8 Boxplots for the percentage of correct estimation of the modes for different levels of noise in $\mathrm{N}=2$.


Fig. 9 Boxplots for the percentage of correct estimation of the modes for different levels of noise in $\mathrm{N}=4$.


Fig. 10 Boxplots for the percentage of correct estimation of the modes for different levels of noise in $\mathrm{N}=6$.


Fig. 11 Boxplots for the percentage of correct estimation of the modes for different levels of noise in $\mathrm{N}=8$.


Fig. 12 Boxplots for the percentage of correct estimation of the modes for different levels of noise in $\mathrm{N}=10$.

Figures 8 to 12 and Table 2 summarizes the boxplots of the percentage of total correct mode estimations where each box represents the data for different standard deviation. In this work, the boxplot whiskers (in red) represent the outliers that are the observations below the half-lines, that is, observations that are out of the pattern observed in the data. Table 2 contains the medians shown in the boxplots for all assumptions of N and noise levels. The main idea behind those plots is to generate a sensibility analysis that shows how the results of the percentage of correct estimation improves in quality when the length of the horizon window N increases. Also, we expect the horizon window to be as small as possible.
Table 2. Median of the percentage of correct estimation of the modes

| Noises St. Dev. | $\mathbf{0}$ | $\mathbf{0 , 0 1}$ | $\mathbf{0 , 0 3}$ | $\mathbf{0 , 0 5}$ | $\mathbf{0 , 0 7}$ | $\mathbf{0 , 1}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{N}+\mathbf{1}=\mathbf{3}$ | 100 | 100 | 100 | 95,5 | 90,5 | 87,5 |
| $\mathbf{N}+\mathbf{1}=\mathbf{5}$ | 100 | 100 | 100 | 99,9 | 99,7 | 97 |
| $\mathbf{N}+\mathbf{1}=\mathbf{7}$ | 100 | 100 | 100 | 100 | 100 | 99,9 |
| $\mathbf{N}+\mathbf{1}=\mathbf{9}$ | 100 | 100 | 100 | 100 | 100 | 100 |
| $\mathbf{N}+\mathbf{1}=\mathbf{1 1}$ | 100 | 100 | 100 | 100 | 100 | 100 |

The simulations show that the MHE can reconstruct the mode perfectly once the percentage of correct mode estimations increase successively by increasing the length of the window N . This fact indicates that the mode estimation procedure becomes more robust, even if the noise affecting the observations increases. Fig. 8 and 12 show that, while for N $=2$ the mode estimation is a quasi-random procedure when considering noises with standard deviation $\sigma_{\eta}=7.10^{-2}$ and $10^{-1}$, for $\mathrm{N}=10$ the noise affecting the system is practically fully filtered.

## 6. CONCLUSION

In this paper, we have investigated moving horizon estimators to detect contact in a single-link flexible joint manipulator. The manipulator is modeled as a switching discrete-time nonlinear system for which the challenge lies in the simultaneous discrete and continuous state and mode estimation. The main difficulty is how to set the observability parameters capable of estimating the mode and state of the switching nonlinear systems most effectively, with great accuracy, and low computational cost. This issue is addressed by performing the rigorous analytical framework proposed for the switching nonlinear systems and by investigating the times to run the simulations. By applying such properties, the performance of the proposed MH estimator is analyzed. Numerical example is provided to illustrate the solutions.

Future work will concern the extension of the approach to real-time application, where the efforts will be in performing a faster state estimation in an even more evident way. Online and offline estimation for switching nonlinear systems will be considered as well.
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