
GNSS processing using Kalman Filter on Lie
Groups

Marcos R. Fernandes *, Giorgio M. Magalhães *,
Yusef Cáceres *, João B. R. do Val *

* State University of Campinas
School of Electric and Computer Engineering.

(e-mail: marofe@dt.fee.unicamp.br, giorgio08@gmail.com,
yusefc@gmail.com,jbosco@unicamp.br)

Abstract
This paper explores the problem of position and speed estimation of a target using satellite-based
measurements in a Lie Group Kalman-like filter. The filter employs an intrinsic formulation of
a nearly constant velocity model based on the Frenet-Serret frame, embedded in a Lie Group
structure. It stands as a more suitable model for the kinematics of a target in space than the usual
Euclidean model since it induces a banana-shaped distribution instead of the typical ellipsoidal
provided by Gaussian schemes. The paper presents numeric experiments using a real application
dataset to evaluate the proposed filtering scheme’s performance against the standard Euclidean
representation approach. A differential GNSS solution provided by commercial software furnishes
the ground truth. The results indicate a better performance of the proposed Lie Groups filtering
scheme.

Keywords: Satellite-based navigation, Lie Groups, Kalman Filter.

Today’s most commonly used navigation system is the
Global Navigation Satellite System (GNSS). It consists
of different constellations of satellites such as GPS,
GLONASS, Beidou, and Galileo (Subirana et al., 2013).
The main advantage of satellite-based navigation is that
it provides absolute positioning and global coverage with
long-term accuracy. Moreover, due to its relatively low cost,
this type of navigation is primarily adopted for commercial
use (Farrell, 2008).
The GNSS positioning principle relies on solving a geomet-
ric problem involving a user’s distances (ranges) to a set
of at least four satellites with known coordinates (Groves,
2013). The usual approach to obtaining a trajectory solu-
tion is using the Kalman Filter. The satellite measurements
are combined with a prior kinematic model to yield the
final solution in this approach.
Existent methods for solving the GNSS include the premise
that the system state follows a Gaussian distribution with
a representation in the Euclidean space. Some examples
are (Pulford, 2010; Takasu and Yasuda, 2007; Sahmoudi
and Landry, 2009). However, recent works have shown
that banana-shaped distributions for some systems, such
as differential-drive robots (Long et al., 2012) and aerial
targets (Magalhães et al., 2018) and aerial targets more
appropriately represent the uncertainty in their movements.
For these cases, the Gaussian assumption can compromise
the filtering performance. In addition, (Long et al., 2012)
shows that although the use of exponential coordinates
yields a banana-shaped distribution in the Lie group, the
distribution in the respective algebra remains Gaussian.
Therefore, a representation of the system state in a matrix
Lie group structure instead of the Euclidean space is

bound to render a more suitable approach for scenarios in
which a rigid body performs simultaneous translations and
rotations.
Especially for aerial vehicle applications, e.g., drones
and airplanes, it is reasonable to expect that the state
distribution is banana-shaped. As described in detail in
(Magalhães, 2021) for radar tracking application, the curved
shape of the state distribution could better explain the
simultaneous existence of uncertainties in speed and angular
velocity of the target movement.
Besides, filtering strategies usually neglect the geomet-
rical constraints associated with the system, while Lie
group-based filters can naturally consider such restrictions
(Barrau and Bonnabel, 2020).
From this standpoint, one can expect that the GNSS
processing could also benefit from the Lie group structure
to represent the kinematic states. Accordingly, this work
proposes applying the Lie group theory to the GNSS
processing problem to leverage the advantages above of the
Lie Group to satellite-based navigation systems.
More specifically, an intrinsic formulation of a nearly
constant velocity model is adopted based on the Frenet-
Serret frame. A matrix Lie Group accommodates the
uncertainties on position, speed, and the Frenet-Serret
frame orientation. After that, the filter is developed directly
on Lie groups. The noise considered is Gaussian in the Lie
algebra space, which induces a banana-shaped distribution
in the Lie group.
In the literature, one can find applications of the Lie
Group framework that combines GNSS solution (processed
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separately with a Euclidean filter) with other sensors such
as IMU, cameras, Lidar, etc. (see (Cui, 2021; Barczyk and
Lynch, 2013; Barrau and Bonnabel, 2018)). However, to
the best of the authors’ knowledge, this is the first work
that directly employs a Lie Group structure on raw GNSS
data processing.
Finally, we compare the classic Kalman filter and the
one proposed here using raw data from a GNSS receiver
installed on a hexacopter. The performance is evaluated in
the position Root Mean Squared Error (RMSE) terms. As
ground truth, we consider the GNSS differential solution
from the commercial software Inertial Explorer®, which
provides centimeter-level precision.
This paper reads as follows. Section 1 briefly introduces
the main concepts of the Lie groups theory and filtering
algorithms on Lie Groups. Section 2 presents the equations
regarding the GNSS measurements. Section 3 describes an
intrinsic formulation of a nearly constant velocity model
on Lie Groups. This topic is followed by experimental
evaluations using a real dataset in Section 5. Concluding
remarks are provided in Section 6.

1. KALMAN FILTERING ON LIE GROUPS

1.1 Lie Group Theory

A Lie group is a mathematical structure that joins the
concept of a differentiable manifold with the idea of a group
(Hall, 2007). It is defined as a group whose set 𝐺 has the
structure of a smooth manifold so that the group operation
is differentiable. The group elements are invertible square
matrices for a matrix Lie Group, and the group operation
is the usual matrix product.
A Lie algebra is a vector space equipped with the so-
called Lie bracket product J·, ·K. The importance of the
Lie algebra lies in the fact that most of the properties of
the Lie group come from properties in the Lie algebra. In
addition, the vector space properties of the Lie algebra
enable a more convenient framework to perform many of
the manipulations on Lie group elements. For matrix Lie
groups, the associated Lie algebra is the vector space of
square matrices, and the Lie bracket is the commutator
J𝑋, 𝑌 K = 𝑋𝑌 − 𝑌 𝑋.
The exponential map establishes the relationship between
the Lie group and its Lie algebra. For the matrix Lie group,
it reduces to the matrix exponential. Specifically, let 𝐺
be a matrix Lie group and let g be its Lie algebra, the
exponential map exp𝐺 : g → 𝐺 is given by 𝑔 = exp𝐺(𝑋) =∑︀∞

𝑘=0
1
𝑘! 𝑋

𝑘 where 𝑋 ∈ g and 𝑔 ∈ 𝐺.
In general, the exponential map is not bijective. However, it
is possible to show that there exist open neighborhoods of
the identity element 𝐼 on the Lie group and of the identity
element 0 on the Lie algebra for which the exponential map
is a diffeomorphism 1 . Restricted to these open sets, we
define the logarithm map log𝐺 : 𝐺 → g as the inverse of
the exponential map.

1 A diffeomorphism is an isomorphism between differentiable man-
ifolds. A differentiable invertible function between manifolds with
differentiable inverse.

Since the Lie algebra is a vector space, it can represent
any of its elements in the form, 𝑋 =

∑︀𝑝
𝑖=1 𝑥𝑖𝐸𝑖 where

𝑋 ∈ g, 𝑥𝑖 ∈ R and ℬ = {𝐸1, . . . , 𝐸𝑝} form a basis for the
Lie algebra. The value 𝑝 is said to be the dimension of the
Lie Group.
Therefore, when working on the Lie algebra, instead of
manipulating the elements 𝑋 as matrices, one can work
with the exponential coordinates 𝑥𝑖 associated with the
basis ℬ. With that in mind, the coefficients are written as
a vector 𝑥 = [𝑥1, . . . , 𝑥𝑝]𝑇 , and the following isomorphism
is defined,

[·]∨𝐺 : g → R𝑝 [·]∧𝐺 : R𝑝 → g (1)
𝑋 ↦→ [𝑋]∨𝐺 𝑥 ↦→ [𝑥]∧𝐺

For brevity, the following notations are used hereafter,
exp∧

𝐺(𝑥) := exp𝐺([𝑥]∧𝐺), (2)
log∨

𝐺(𝑔) := [log𝐺(𝑔)]∨𝐺 (3)
where 𝑥 ∈ R𝑝 and 𝑔 ∈ 𝐺.
The exponential map can be interpreted as a parameteri-
zation for the Lie Group in local coordinates around the
identity element. This parameterization can be extended
to the neighborhood of any element 𝜇 ∈ 𝐺 in a con-
nected Lie group using the Left Translation as follows,
L𝜇(𝜖) := 𝜇 exp∧

𝐺(𝜖), ∀𝜖 ∈ R𝑝. Since the exponential map is
locally a diffeomorphism, there exist open neighborhoods
of 𝜇 ∈ 𝐺 and of 0 in R𝑝 for which this parameterization is
one-to-one.
The Lie theory also defines two adjoint representations.
The first one represents the Lie group on its Lie algebra,
i.e. it is the linear map that takes an element of the Lie
group to a linear transformation in the Lie algebra, and it
is defined as (see (Chirikjian, 2011))

Ad𝐺(𝑔)𝑦 =
[︀
𝑔[𝑦]∧𝐺𝑔−1]︀∨

𝐺
(4)

where 𝑔 ∈ 𝐺, 𝑦 ∈ R𝑝. The second adjoint representation is
the representation of the Lie algebra on itself so that each
element of the Lie algebra defines a linear transformation
in the Lie algebra. This adjoint representation is defined
by the Lie bracket (Chirikjian, 2011) in the form

ad𝐺(𝑥)𝑦 =
[︁
[𝑥]∧𝐺[𝑦]∧𝐺 − [𝑦]∧𝐺[𝑥]∧𝐺

]︁∨

𝐺
(5)

where 𝑥, 𝑦 ∈ R𝑝.
Furthermore, in many applications of the Lie group,
particularly in filtering, one is interested in analyzing the
behavior of a Lie group element 𝑔 ∈ 𝐺 as a function of time
and, naturally, it’s derivative regarding time, �̇�(𝑡). From
the theory of differential manifolds, �̇�(𝑡) is a vector in the
vector space tangent to the Lie group 𝐺 at the element
𝑔(𝑡), i.e. �̇�(𝑡) ∈ 𝑇𝑔(𝑡)𝐺.
If we consider a local parameterization in the form 𝑔 =
exp∧

𝐺(𝑥), then the relation between the time variation of 𝑔
to the time variation of the local coordinates 𝑥, represented
in the Lie algebra, as follows,

𝑔−1�̇� = [𝐽𝑟(𝑥)�̇�]∧𝐺 (6)
where 𝐽𝑟(𝑥) is refereed in the literature as right-Jacobian
matrix (Chirikjian, 2011) and it is computed as

𝐽𝑟(𝑥) =
∞∑︁

𝑘=0

(−1)𝑘

(𝑘 + 1)! ad𝐺(𝑥)𝑘. (7)
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Figure 1. Concentrated Gaussian Distribution in the
neighborhood of the identity element. Note the curved
shape on the Lie Group but Gaussian in the tangent
space.

1.2 Random Variables on Lie Group

Given a Matrix Lie Group 𝐺 ⊆ R𝑛×𝑛, a random matrix
𝑋 ∈ 𝐺 with pdf 𝑝(𝑋), mean 𝜇 ∈ 𝐺 and covariance
𝑃 = 𝑃 ⊺ ≻ 0 is defined by

0𝑛×𝑛 =
∫︁

𝐺

log∨
𝐺(𝜇−1𝑋)𝑝(𝑋)𝑑𝑋, (8)

𝑃 =
∫︁

𝐺

log∨
𝐺(𝜇−1𝑋) log∨

𝐺(𝜇−1𝑋)⊺𝑝(𝑋)𝑑𝑋. (9)

From this standpoint, the concept of Concentrated Gaus-
sian Distribution (CGD) (Bourmaud et al., 2014) is used to
define a probability density tailored to matrix Lie groups.
The mean is defined in the group and the covariance in the
Lie algebra. Accordingly, a random variable on a matrix
Lie group is expressed as

𝑋 = 𝜇 exp∧
𝐺(𝜖), 𝜖 ∼ 𝒩 (0, 𝑃 ), (10)

and the pdf of 𝑋 takes the form

𝑝(𝑋) := 𝛼 exp
(︂

−1
2‖ log∨

𝐺(𝜇−1𝑋)‖2
𝑃 −1

)︂
(11)

where 𝛼 ∈ R is a normalizing factor.
Let 𝜖 = log∨

𝐺(𝜇−1𝑋) and assume that 𝑃 has small
eigenvalues, then the probability 𝑝(𝜇 exp∧

𝐺(𝜖)) presents a
mass concentrated around the group identity. In this case,
the distribution of 𝜖 in the Lie Algebra becomes the classical
Gaussian distribution, i.e. 𝜖 ∼ 𝒩 (0, 𝑃 ). In correspondence,
the distribution of 𝑋 is called a Concentrated Gaussian
Distribution (CGD) on 𝐺 and it is denoted by 𝑋 ∼
N𝐺(𝜇, 𝑃 ). Fig. 1 illustrates the tangent space and the
respective Gaussian distribution mapped to the Lie Group.
Note that the element from the tangent space is mapped
to the group through the exponential map, which results
in a curved distribution. The CGD requires the Lie group
to be unimodular and connected to allow the shift of any
element in the group via the group translation (Bourmaud
et al., 2013).
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Figure 2. Comparison between the usual Gaussian and the
Concentrated Gaussian distribution. Notice that the
CGD shows a banana-shaped form while the Gaussian
has an ellipsoidal shape.

Figure 2 shows a Monte Carlo simulation of a random
variable following a CGD. Note that, as expected, the
samples form a banana-shaped cloud.

1.3 Dynamic System

Once a r.v. is defined on a Lie Group, a stochastic dynamic
system can be modeled such that its states are embedded on
a matrix Lie Group 𝐺. Let 𝑋 ∈ 𝐺 ⊆ R𝑛×𝑛 be the system
state. Let the following stochastic differential equation
express the system state evolution,

�̇� = 𝑋[Ω(𝑋, 𝑢) + 𝑤]∧𝐺 (12)
where Ω : 𝐺 × R𝑚 → R𝑝 is the left velocity function and 𝑤
is a multidimensional white noise with covariance 𝑄𝑐. Also,
consider that measurements are available in discrete-time
instants in the form

𝑦𝑘+1 = ℎ(𝑋𝑘) + 𝜈𝑘 (13)
where 𝑦𝑘 ∈ R𝑚 is the measurement vector, ℎ : 𝐺 → R𝑚

is the measurement model and 𝜈𝑘
𝑖𝑖𝑑∼ 𝒩 (0, 𝑅𝑘) is the

measurement noise. For a small sample time Δ𝑡, the discrete
form of the dynamic system Eq. (12) can be approximated
as,

𝑋𝑘+1 = 𝑋𝑘 exp∧
𝐺 (Ω(𝑋𝑘, 𝑢𝑘)Δ𝑡 + 𝑤𝑘) , (14)

where 𝑤𝑘
𝑖𝑖𝑑∼ 𝒩 (0, 𝑄𝑘) and 𝑄𝑘 = 𝑄𝑐Δ𝑡. For convenience,

denote Ω𝑘 := Ω(𝑋𝑘, 𝑢𝑘)Δ𝑡.

1.4 Kalman Filter on Lie Groups

Based on the definition of r.v. and stochastic dynamic
system on Lie Groups, one can employ the Kalman Filtering
framework to generate estimates of a dynamic system state
evolving on a Lie Group. The Discrete Extended Kalman
Filter (D-EKF) on Lie Group (Bourmaud et al., 2013, 2016)
is summarized by the following equations,
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�̂�𝑘+1|𝑘 = �̂�𝑘|𝑘 exp∧
𝐺(Ω̂𝑘), (15a)

𝑃𝑘+1|𝑘 = F𝑃𝑘|𝑘F ⊺ + 𝐽𝑟(Ω̂𝑘)𝑄𝑘𝐽𝑟(Ω̂𝑘)⊺ (15b)
𝐾 = 𝑃𝑘+1|𝑘H ⊺(𝑅𝑘+1 + H 𝑃𝑘+1|𝑘H ⊺)−1 (15c)

�̂�𝑘+1|𝑘+1 = �̂�𝑘+1|𝑘 exp∧
𝐺(𝐾 log∨

𝐺′ [ℎ(�̂�𝑘+1|𝑘)−1𝑦𝑘+1])
(15d)

𝑃𝑘+1|𝑘+1 = (𝐼 − 𝐾H )𝑃𝑘+1|𝑘(∙)⊺ + 𝐾𝑅𝑘+1𝐾⊺ (15e)
where

F := Ad𝐺(exp∧
𝐺(−Ω̂𝑘)) + 𝐽𝑟(Ω̂𝑘)C𝑘 (15f)

C𝑘 := 𝜕

𝜕𝜖
[Ω(�̂�𝑘|𝑘 exp∧

𝐺(𝜖))]
⃒⃒⃒
𝜖=0

(15g)

H := 𝜕

𝜕𝜖
log∨

𝐺[ℎ(�̂�𝑘+1|𝑘)−1ℎ(�̂�𝑘+1|𝑘 exp∧
𝐺(𝜖))]

⃒⃒⃒
𝜖=0

.

(15h)

2. GNSS MODEL

The basic measurement provided by a GNSS system is
the travel time 𝛿𝑇 of the signal to propagate from the
phase center of the satellite antenna (the emission time)
to the phase center of the receiver antenna (the reception
time). This value multiplied by the speed of light gives the
apparent range 𝜌 = 𝑐𝛿𝑇 between them. This measurement
is what is known as the pseudo-range (Subirana et al., 2013).
It is called pseudo-range because it does not match the
geometric distance due to, among other factors, atmosphere-
induced delays and time synchronization errors between
receiver and satellite clocks. The actual geometric range (𝜌)
is the Euclidean distance between the satellite and receiver
antenna.
Therefore, the pseudo-range measurement (𝜌) obtained
by the receiver includes, besides the geometric range,
other terms such as the ionosphere and troposphere delay,
relativistic effects, and instrumental delays (of satellite and
receiver), multipath and receiver noise. Taking explicitly
into account all these terms, as in (Subirana et al., 2013),
the pseudo-range model from the 𝑖-th visible satellite can
be stated as follows

𝜌𝑖 = 𝜌𝑖 + 𝛿𝜌𝑖
rel + 𝑐Δ𝑇 𝑖 + 𝑇𝑟𝑖 + 𝐼𝑖 + 𝑇𝐺𝐷𝑖 + 𝜖𝑖 (16)

where
𝜌𝑖 = ‖𝑝𝑖

sat − 𝑝‖2 (17a)
Δ𝑇 𝑖 = Δ𝑡rcv − Δ𝑡𝑖

offset − Δ𝑡𝑖
rel (17b)

Here, 𝑝𝑖
sat stands for the 𝑖-th satellite position, 𝑝 is

the desired receiver position, Δ𝑡rcv is the receiver clock
synchronization error, Δ𝑡𝑖

offset is the satellite clock drift,
𝑇𝐺𝐷𝑖 is the Total Group Delay and 𝜖𝑖 is a white noise
accounting for multipath and receiver noise, 𝛿𝜌𝑖

rel and Δ𝑡𝑖
rel

are the range and clock errors due to relativistic effects,
respectively, which are calculated from the satellite orbit.
Furthermore, 𝑇𝑟𝑖 and 𝐼𝑖 stand for the troposphere and
ionospheric effects. These effects are the main source of
accuracy degradation in the GNSS measurements for open
sky applications.
The troposphere-induced error depends on the temperature,
pressure, humidity, time of the day, and transmitter and
receiver locations. In contrast, the ionospheric induced error
depends on the electron density in the atmosphere, which
is typically driven by sun radiation. Fortunately, both tro-
posphere and ionospheric effects can be partially mitigated

ECEF

SV

Ionosphere

Troposphere

geometric 
range

pseudo-range

Figure 3. Earth’s atmosphere consists of the ionosphere
and troposphere layers. Notice the difference between
the geometrical range and the pseudo-range.

using a mathematical model, for instance, the Klobuchar
model for the ionospheric part and the Saastamoine model
for the troposphere part (see (Grewal et al., 2013)).
Figure 3 depicts (without scale) the Earth atmosphere and
the geometric versus pseudo-range distances.
Accordingly, for a set of 𝑀 visible satellites, the measure-
ment model can be written as

𝑦 :=

⎡⎢⎢⎣
𝜌1

𝜌2

...
𝜌𝑀

⎤⎥⎥⎦ =

⎡⎢⎢⎣
‖𝑝1

sat − 𝑝‖2 + 𝑐Δ𝑡 + Ψ1 + 𝜖1

‖𝑝2
sat − 𝑝‖2 + 𝑐Δ𝑡 + Ψ2 + 𝜖2

...
‖𝑝𝑀

sat − 𝑝‖2 + 𝑐Δ𝑡 + Ψ𝑀 + 𝜖𝑀

⎤⎥⎥⎦ (18)

with Ψ𝑖 = 𝛿𝜌𝑖
rel − 𝑐Δ𝑡𝑖

sat + 𝑇𝑟𝑖 + 𝐼𝑖 + 𝑇𝐺𝐷𝑖.
The satellite noises are assumed to be zero-mean Gaussian,
i.e. 𝜖𝑖 ∼ 𝒩 (0, (𝜎2

𝑅)𝑖) with its standard deviation in the
form,

𝜎𝑖
𝑅 = 𝑎 + 𝑏 exp(−𝑐𝜑𝑖) (19)

where 𝜑𝑖 is the satellite elevation angle. Note that as the
elevation angle decreases, the noise variance increases. This
is because satellites with low elevation show higher noise
intensity.

3. KINEMATIC MODEL

3.1 Nearly Constant Velocity

For GNSS applications with moving targets defining a prior
kinematic model is common. The most used model is the
Nearly Constant Velocity (NCV) (Bar-Shalom et al., 2001)
due to its simplicity. In the Euclidean representation, it is
given as,

�̇� = 𝑣 (20a)
�̇� = 𝑤 (20b)

where 𝑝 ∈ R3 is the position, 𝑣 ∈ R3 is the velocity, and
𝑤 ∈ R3 is a zero-mean Gaussian noise. This means that the
acceleration is nearly zero up to a zero-mean perturbation;
hence, the model represents a nearly constant velocity
target.
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ECEF

path

Figure 4. Frenet-Serret frame with ECEF as a reference
frame.

However, the Euclidean formulation (20) disregards any
geometrical property of the path. In contrast, this work,
motivated by the initial studies on radar tracking presented
in (Magalhães, 2021), proposes the adoption of an alterna-
tive formulation of NCV based on the Frenet-Serret frame
embed on a Lie Group.
The advantage of the Frenet-Serret frame is that it allows
one to model the path independently of an external
coordinate system’s choice and summarize the course’s
characteristic exclusively through two scalar parameters:
curvature 𝜅 and torsion 𝜏 .
The Frenet-Serret frame is defined by a tangent vector
𝑇 ∈ R3, a normal vector 𝑁 ∈ R3, and a bi-normal vector
𝐵 ∈ R3. Let ℱ = [𝑇 𝑁 𝐵]⊺. Thus, the Frenet-Serret
dynamic model in compact form can be stated as

𝑑ℱ
𝑑𝑠

=
[︃ 0 𝜅 0

−𝜅 0 𝜏
0 −𝜏 0

]︃
ℱ . (21)

Accordingly, the position of a target can be determined by
the position of the Frenet-Serret frame in space regarding
a reference frame. For GNSS, the Earth-Centered-Earth-
Fixed (ECEF) is the most convenient reference frame, as
all satellite measurements are available in this frame.
Figure 4 illustrates the Frenet-Serret frame with the ECEF
as reference. It is important to stress that the orientation of
the Frenet-Serret frame is not necessarily the body frame,
which defines the target’s attitude. There is no information
about the target attitude in GNSS-only navigation with a
single antenna.
For the nearly constant velocity scenario, as described in
(Magalhães, 2021), one has 𝜏 = 𝜅 = 0, which results in the
following kinematic equations

�̇� = 𝐶[𝑤×
𝑐 ], (22a)

�̇� = 𝐶𝑒1𝑣𝑠 + 𝐶𝑒1𝑤𝑣, (22b)
�̇�𝑠 = 𝑤𝑎 (22c)

where 𝐶 ∈ 𝑆𝑂(3) is the rotation matrix from the Frenet-
Serret to the ECEF frame, 𝑝 = [𝑥𝑟 𝑦𝑟 𝑧𝑟]⊺ ∈ R3 is
the receiver position in the ECEF frame, 𝑒1 = [1 0 0]⊺,
𝑤𝑐 ∼ 𝒩 (0, 𝜎2

𝑐 ), 𝑤𝑣 ∼ 𝒩 (0, 𝜎2
𝑣), 𝑤𝑎 ∼ 𝒩 (0, 𝜎2

𝑎) are zero-
mean Gaussian noises accounting for uncertainties on
the Frenet-Serret orientation, velocity and acceleration,
respectively. Here, [𝜔×] stands for the skew-symmetric
matrix and for any 𝜔 ∈ R3 is defined as

[𝜔×] =
[︃ 0 −𝜔3 𝜔2

𝜔3 0 −𝜔1
−𝜔2 𝜔1 0

]︃
. (23)

An exciting feature of the model (22) is that the velocity
vector is constrained to always be tangent to the trajectory
even with the noise addition.
The Lie group structure 𝑆𝐸(3) × 𝑇 (2) is adopted to
represent the system state in the form

𝑋 =

⎡⎢⎢⎢⎣
𝐶 𝑝
0 1 04×3

03×4

1 0 𝑣𝑠

0 1 𝑐Δ𝑡
0 0 1

⎤⎥⎥⎥⎦
7×7

(24)

In addition, 𝑣𝑠 = ‖𝑣‖ ∈ R is the target speed and 𝑐Δ𝑡 ∈ R
is error due to the GNSS clock receiver offset (assumed
nearly constant, e.g. 𝑐Δ̇𝑡 = 𝑤𝑑 with 𝑤𝑑 ∼ 𝒩 (0, 𝜎2

𝑑)). The
respective Lie Algebra element is, thus, in the form

𝑥 =

⎡⎢⎣𝜔
𝜃1
𝜃2
𝜃3

⎤⎥⎦
∧

𝐺

=

⎡⎢⎢⎢⎣
[𝜔×] 𝜃1

0 0 04×3

03×4

0 0 𝜃2
0 0 𝜃3
0 0 0

⎤⎥⎥⎥⎦
7×7

. (25)

where 𝜔 ∈ R3, 𝜃1 ∈ R3, 𝜃2 ∈ R and 𝜃3 ∈ R. It is
straightforward to check that the left velocity function
for this case is

Ω(𝑋, 𝑢) = [𝑋−1�̇�]∨𝐺 =
[︃03×1

𝑒1𝑣𝑠

02×1

]︃
8×1

, (26)

and the adjoint representations are

Ad𝐺(𝑋) =

⎡⎣ 𝐶 0
[𝑝×]𝐶 𝐶

06×2

02×6 𝐼2×2

⎤⎦ , (27)

ad𝐺(𝑥) =

⎡⎣ [𝜔×] 0
[𝜃×

1 ] [𝜔×] 06×2

02×6 02×2

⎤⎦ . (28)

4. GNSS SOLUTION

After establishing the prior kinematic model for the target
and the measurement model for the GNSS, the Kalman
Filter can be implemented following Eq. (15).
Figure 5 shows the resulting GNSS system in action.
Notice that because of the adoption of the intrinsic nearly
constant velocity model, described in Section 3.1, the
position prediction will present a curved-shape distribution
by construction, a CGD created in the group.
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Figure 6. GPS satellites sky plot during the flight. The
dashed circle indicates the 12 degrees elevation mask.
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Figure 5. Simplified schematic of GNSS system using
intrinsic NCV model on Lie Groups.

5. EXPERIMENT

In order to evaluate the performance of the proposed
filtering scheme, a real dataset obtained from a hexacopter
flight is employed. The data comes from a single antenna
GNSS receiver ublox® ZED-F9 installed on a DJI® M600-
pro hexacopter. The receiver sample rate is 1𝐻𝑧, and all
data are available in raw format. For simplicity, only the
GPS constellation is processed in this example.
The GPS satellite’s position is computed from the broad-
casted ephemeris data. Figure 6 shows the visible satellite
during the entire flight. An elevation mask of 12∘ is applied
to discard too low-elevation satellites during the filtering
process. The horizontal flight profile is shown in the Figure
7 and the vertical profile in Figure 8. All parameters
utilized in the filter algorithm are summarized in Table 1.
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Figure 7. Horizontal flight profile.
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Figure 8. Vertical flight profile.

Table 1. Model parameters.

Parameter Value

𝜎𝑎 3(𝑚/𝑠2)/
√

𝑠

𝜎𝑣 7(𝑚/𝑠)/
√

𝑠

𝜎𝑐 0.1𝑟𝑎𝑑/
√

𝑠

𝜎𝑑 30𝑚/
√

𝑠

𝑎 0.1
𝑏 5
𝑐 2/(𝜋/2)

Moreover, the filter initial covariance was set to
𝑃0 = diag((10∘)2, (10∘)2, (20∘)2,

(10𝑚)2, (10𝑚)2, (10𝑚)2,

(1𝑚/𝑠)2, (1000𝑚)2).
Two filters were implemented for this comparison. One was
based on the NCV model using Euclidean representation,
and the second was based on the NCV using the Frenet-
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Table 2. RMSE comparison.

ECEF Euclidean Lie-Group Gain
x 1.385𝑚 1.278𝑚 7.70%
y 1.428𝑚 1.210𝑚 15.27%
z 0.966𝑚 0.900𝑚 6.79%
p 1.277m 1.142m 10.59%

Serret frame on Lie Groups, described in Section 3. The
parameter’s values from Table 1 are the same for both
filters.
After processing the raw data using the Euclidean and
Lie Group filters, the error against the ground truth was
computed. The resulting RMSE, for each ECEF coordinate
and the position vector, are shown in Table 2 with the
respective performance gain. In addition, Figure 9 shows
the resulting error histogram for both filters. One can notice
that the red histograms (Lie Group filter) appear closer to
the normal distribution and show a smaller bias than the
blue one (Euclidean filter). This indicates an overall better
performance of the proposed Lie Group-based filter.

6. CONCLUSION

The paper proposed, implemented, and tested an alter-
native formulation of the usual nearly constant velocity
model for GNSS tracking. The formulation employs the
Frenet-Serret frame embedded in a Lie Group, furnishing
the dynamic model for a Kalman-like filter in Lie Groups.
As a result, the uncertainty distribution in position becomes
banana-shaped instead of ellipsoidal. This alternative for-
mulation is more appropriate for capturing the characteris-
tics of a rigid body performing simultaneous translations
and rotations in space, such as drones and airplanes. A
numeric experiment using raw data from an actual GNSS
receiver shows that the NCV Lie Group-based approach
yields better results (about 10% in position RMSE) than
the usual Euclidean method. The results demonstrate that
the proposed filtering scheme is applicable for real scenarios
and could help improve satellite-based navigation systems.
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